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Abstract- One of the natural consequences of lending 

practices by banks and credit institutions has been the 

creation of deferred and doubtful loans- a phenomenon that 

has become a major concern for these institutions and has 

had a negative impact on their revenue and expenditure.  

From an internal perspective, operating costs, work 

efficiency, profitability, customer service, branch rank, 

employee wages and salaries, and other qualitative indicators 

are significantly affected. From an external perspective, 

these loans lead to slow cash flow, lack of timely and optimal 

allocation of resources to manufacturing networks and 

industries, low employment rates, and eventually economic 

recession. The purpose of this research is to cluster bank 

customers and determine the behavioral pattern of each 

cluster for supply chain finance using K-Means, FCM, and 

SUB Cluster models in Clementine 18.0, MATLAB 2016, and 

Excel software. 35 models were compared with a variety of 

parameters. After removing nonessential variables, the 

models were rerun and the outputs for each customer cluster 

were provided. The results showed that creditworthiness, 

education, job, collateral value, collateral type, loan term, 

and age respectively had the greatest impact. Finally, the K-

Means model was found to be the most appropriate 

clustering technique.  

 

Keywords: credit scoring, clustering Techniques, K-

Means, FCM, supply chain finance, bank depositor.  

 

 

1. Introduction 

 

Banks and financial institutions are intermediary 

institutions which receive money from customers having 

extra money and allocate it to the depositors looking for 

money for supply chain finance. The precision of their 

decision has so many degrees of importance for their 

business. Then Assessment of the credit worthiness is so 

important and they look for different quantitative models 

in order to reach to the credit scoring of their customers. 

Some of the reasons Refah-Kargaran Bank in Iran has 

been faced with the high amount of nonperforming loans 

are as following points. First one is Granting credit to the 

related parties of the board members and stockholders. On 

the other hand, the data of the improvements in the credit 

behavior is updated with a delay. According to the risk 

knowledge, all related behavior of depositors must be 

analyzed in credit scoring and Data of All financial 

institutions and banks and centers which give credit 

facilities should be analyzed. On the other side, some 

decision making dashboards do not exist and also the 

amount of risk must be assessed and assigned. Finally, the 

amount of collateral should be assigned according to the 

level of risk and of course, there is no information 

regarding the ability to pay the installment by customers 

[1]. 

This study offers a new approach for feature screening in 

the clustering of massive datasets, in which the number of 

features and the number of observations can be numerous. 

Benefitting a fusion penalization based on convex 

clustering criteria, we suggest a highly scalable screening 

procedure that efficiently discards no informative features 

by first computing a clustering score corresponding to the 

clustering tree constructed for each feature, and then 

thresholding the resulting values. We present theoretical 

support for our methodology by establishing uniform non-

asymptotic bounds on the clustering scores of the “noise” 

features. These bounds imply perfect screening of non-

informative features with high probability and are derived 

through careful analysis of the empirical processes 

corresponding to the clustering trees that are constructed 

for each of the features by the associated clustering 

procedure [2]. 

Clustering is the learning where the items are grouped on 

the basis of some inherent similarity. There are different 

methods for clustering the objects such as hierarchical, 

partitional, grid, density based and model based [3]. 

During the last two decades, the financial crisis in the 

banking system has damaged many banks and financial 

institutions around the world, causing some of them to go 

bankrupt. As a result of such crises, it became critical for 

observers to identify the sources of crises in order to 

reduce their intensity and impact. In 2015, the total 

Nonperforming loans reached 200 trillion Rials (about US 

$5.5 billion). According to the latest report by the Central 
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Bank of Iran, these loans make up 15 percent of the 

country’s total liquidity. Total deferred loans in the 

banking system have been increasing since 2011, 

indicating that the macroeconomic conditions of the 

country can have a significant impact on bank credit 

portfolio and loan quality. Financial crisis can encourage 

depositors to withdraw their savings. If depositors sense 

the uncertainty and volatility in the banking system and 

find better ways of investing their money, they begin to 

withdraw their savings from banks. In addition, banks lend 

a major portion of customers’ savings; if these loans are 

not repaid when they are due, banks will experience a 

sudden drop in their resources and, in worse cases, can 

face bankruptcy. In general, financial crisis refers to a 

shock or a sudden change in most or all financial 

indicators, including short-term interest rates, asset value, 

changes in management behavior and performance, 

bankruptcy, and the collapse of financial institutions [4]. 

This study delves into the practice of credit scoring and 

introduces the use of the clustered support vector machine 

(CSVM) for credit scorecard development. This recently 

designed algorithm addresses some of the limitations 

noted in the literature that is associated with traditional 

nonlinear support vector machine (SVM) based on 

methods for classification [5]. 

   

 

2. Significance of the problem 

 

Increase in loan default reduces the banking system’s 

resources. Of course, given the various incentives for 

lending, a portion of deferred loans can be reabsorbed into 

the banking system as deposits, and banks pay their 

interest by the rate of ordinary deposits. On the other hand, 

reduction in resources reduces the lending ability, and thus 

the profitability, of banks. This, in turn, can significantly 

increase the interest rate on deposits [6]. 

Moreover, a bank loan default can have certain effects on 

the economy: Expansion of the volume and scope of the 

informal economy; Flow of deferred payments to other 

financial markets and real assets with speculation motives, 

including capital, housing, automobile, and gold markets; 

Change in the volume of liquidity and increased volume 

of money supply; Increased debt of the banking system to 

the Central Bank; Change in the composition and volume 

of the monetary base and injection of high-powered money 

into the economy; Increased interest rate on loans and a 

reduction in investment; Increased interest rate on deposits 

and increase in savings [7]. 

The banking network connects depositors. In Iran, banks 

and the monetary market play the major role in financing 

economic activities. Therefore, the increased outstanding 

debt of banks directly affects their performance and 

reduces their productivity. It also seriously damages the 

national economy and exacerbates the financing crisis of 

economic entities [8].   

Increase in volume of deferred loans reduces the resources 

of the banking system, while reducing their lending ability 

and affect their money creation, thus reducing the volume 

of money supply [9].   

As the resources of the banking system drops, banks are 

no longer able to respond to demands for loans at the 

current interest rate. Banks have three solutions to this 

problem: 

1. Compensate for the lack of resources for lending by 

borrowing from the Central Bank;  

2. Increase the interest rate on loans and the cost of using 

money as well as the risk of lending [10]; 

3. Increase the interest rate on deposits in order to 

incentivize depositors and investors and attract more 

resources.  

The first option increases the banking system’s debt to the 

Central Bank as a component of the nation’s monetary 

base, and increased high-powered money injected into the 

monetary market increases both the volume of liquidity 

and money supply (change in the composition and volume 

of the monetary base).    

The second option increases interest rates on loans, which 

adds to the cost of using bank resources and turns cheap 

bank resources into expensive ones. From an investor’s 

perspective, this is a warning sign, which discourages 

them from continuing productive economic activities and 

creating new opportunities for investment, production, and 

job creation. 

The third option involves increasing interest rates on 

deposits, which forces banks to pay higher interest in order 

to attract resources. Investors and depositors are 

incentivized to save their money, thus increasing banks’ 

resources. However, increased savings and lower 

investment due to higher lending rate create a gap between 

investment and savings [11]. 

 

3. Clustering 

 

Classification of similar objects into several groups is an 

important human activity. In everyday life, this is part of 

the learning process. Due to fast technological 

development, the volume of data stored in databases is 

increasing at a rapid rate. Analyzing stored data and 

converting them into information that can be used by an 

organization requires powerful tools. In marketing, first 

customers are classified based on various indicators 
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(variables). Then, the behavior of each segment is 

identified and plans are made to provide better and more 

specialized service to them [12].  

A technique used in identifying the target market is market 

segmentation, which involves identifying homogenous 

subsets of the market by clustering customers based on a 

set of variables. Segmentation is the process by which 

consumers with similar needs and expectations are 

clustered in a distinct segment of the market. It is assumed 

that consumers making up a segment of the market are 

homogenous and distinct from other segments. Some 

researchers tend to identify the timing of different 

demands in their clustering. Clustering provides a more 

rational and accurate matching of products and marketing 

efforts to the needs of consumers. In other words, market 

clustering is the process of separating customers into 

several distinct segments, each of which has its own 

limited a unique set of demands.  

Therefore, a market segment is an almost homogenous 

group of customers that respond similarly to a particular 

marketing strategy. There are two ways for clustering 

customers: 

1. Classification, where the researcher selects a set of 

variables of interest and then clusters customers based on 

these variables.   

2. Clustering, where the researcher selects a set of 

dependent variables and then divides customers into 

groups with high within-group similarity and average 

between-group similarity [13]. 

Effectiveness of clustering depends on whether or not the 

cluster (segment) is measurable, substantial, accessible, 

differentiable, and actionable. The company selects a 

number of clusters and treats them as smaller markets.  

[14] Called the late nineteenth century the “segmentation 

phase”. He argued that a new area of micromarketing and 

over-clustering is being formed that is based on 

information technology [15]. This nascent area aims to 

create closer and more intimate relationships between 

producers and their target markets. Micromarketing is a 

form of targeted marketing by which organizations adapt 

their marketing (products, promotions, and efforts) to the 

very personalized needs of geographic, demographic, 

social, economic, psychographic, and benefit-based 

segments. 

One of the advantages of clustering consumers to other 

techniques is that it is based on the assumption is that 

maintaining a current customer is cheaper than attracting 

a new customer; the reason for that is the long-term 

relationship with the customer, which creates value-added 

and loyalty [16].  

We offer an ensemble classification approach based on 

supervised clustering for credit scoring. In this 

methodology, supervised clustering is employed to 

partition the data samples of each class into a number of 

clusters. Clusters from different classes are thus combined 

in pairs to form a number of training subsets. In each 

training subset, a specific base classifier is constructed. 

For a sample whose class label needs to be predicted, the 

outputs of these base classifiers are combined by weighted 

voting. The weight associated with a base classifier 

depends on the classification performance in the 

neighborhood of the sample. In the experimental study, 

two benchmark credit data sets are selected for 

performance assessment, and an industrial case study is 

conducted. The results show that compared to other 

ensemble classification methods, the proposed approach 

can generate base classifiers with higher diversity and 

local accuracy, and improve the accuracy of credit scoring 

[17]. 

 

 

4. Credit risk and credit scoring 

 

According to the Basel Committee on Banking 

Supervision (BCBS), the main risks to which banks are 

exposed are: credit risk, country risk, transfer risk, market 

risk, interest rate risk, liquidity risk, operational risk, legal 

risk, and reputational risk [18]. Credit risk is one of the 

main risks that banks have to face. It is the risk of default 

on a debt that may arise from a depositor failing to make 

required payments due to unwillingness or financial 

disability. For any financial service provider like 

commercial banks, it is essential to separate good and bad 

customers. Thus, valid models are needed to predict 

potential default on loans so that stakeholders can take 

proper preventive and corrective measures.  

 

5. Methodology 

 

The present research is a descriptive survey. The 

population consists of the transactional and demographic 

data of the legal clients of Refah-Kargaran Bank. The 

sample consists of the data of 1000 randomly-selected 

clients. 80 percent of the selected sample has terminated 

their contract successfully with good credit status and 

remaining 20 percent has had a negative credit history. The 

purpose is to score the credit of individual depositors of 

this bank using clustering techniques for finance supply 

chain. The selected credit scoring methodology should 

have enough flexibility in order to be updated in varying 

and different economic conditions. For this purpose, the 

fuzzy clustering model is one of the best solutions 

according to its technical characteristics in continuously 
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considering the different economic situations in its results 

[21], [22]. 

  

5.1. K-Means Clustering 

K-means is the most widely used clustering techniques. It 

was introduced by James Mac Queen in 1967. In this 

technique, the number of clusters is determined at the 

onset. It is designed for clustering numerical data. The 

cluster has a centroid called the “mean”. In K-means 

clustering, objects are randomly divided into clusters. 

Next, the distance from each object to the center is 

calculated. If the distance is greater than the cluster mean, 

the object is assigned to the closest centroid. This process 

is repeated until the error function is minimized and/or the 

centroid do not change (Momeni, 2011).  

 If D is a set of data with objects, and {C1, C2, …, Ck} 

denote separate clusters, then the error function (EF) is the 

sum of the distance from each object to the centroid of its 

cluster: 

 

𝐸𝐹 = ∑ ∑ 𝑑(𝑥, Μ(𝑐𝑖

.

𝑥𝑒𝑐𝑖

𝑘

𝑖=0

))                                   (1) 

 

Where M denotes cluster centroid and is each object’s 

distance from its own cluster mean. 

 

5.2. FCM Clustering 

In fuzzy C-mean (FCM) clustering, the number of clusters 

is determined at the onset. The objective function for this 

algorithm is defined as: 

 

𝐽 = ∑ ∑ 𝑢𝑖𝑘
𝑚𝑑𝑖𝑘

2 = ∑ ∑ 𝑢𝑖𝑘
𝑚‖𝑥𝑘 − 𝑣𝑖‖

2

𝑛

𝑘=1

𝑐

𝑖=1

𝑛

𝑘=1

𝑐

𝑖=1

         (2) 

 

In this formula, is a real number greater than 1, and in most 

cases is given the value 2. Is the element and is the centroid 

of the cluster. Denotes the extent to which the element 

belongs to the cluster. Denotes the similarity (distance) of 

the element with (from) the cluster center, and any 

function that represents the similarity can be used. Matrix 

U can be defined on with rows and columns, and its 

elements take a value between 0 and 1. If all the elements 

of matrix U is 0 or 1, the algorithm will be similar to the 

classical c-mean algorithm. Although the elements of 

matrix U can take any value between 0 and 1, the sum of 

the elements in each row must be equal to 1:  

   

∑ 𝑢𝑖𝑘

𝑐

𝑖=1

= 1, ∀𝑘 = 1, … , 𝑛                                (3) 

 

This condition means that the sum of each sample’s 

belonging to the cluster must be equal to 1. Using this 

condition and minimizing the objective function gives: 

 

  

𝑣𝑖 =
∑ 𝑢𝑖𝑘

𝑚𝑥𝑘
𝑛

𝑘=1

∑ 𝑢𝑖𝑘
𝑚𝑛

𝑘=1

                                            (4) 

 

Algorithm steps: 

1. Initializing 𝑐,𝑚, and U0. Initial clusters are generated. 

2. Cluster centers (𝑣𝑖) are calculated.  

3. Membership matrix is calculated based on the clusters 

from step 2.  

4. If ||Ul + 1 − Ul|| £ 𝑒 , the algorithm is terminated; 

otherwise, it is repeated from step 2. 

 

 

5.3. Subtractive Clustering 

The mountain clustering approach is relatively plain and 

efficacious. Anyhow, its ability to compute highly extends 

with the dimension of the patterns due to the method 

capability to evaluate the mountain function on the whole 

grid points. For instance, a clustering pattern with four 

variables in which each dimension owns a resolution of 10 

grid lines will result in 10 grid points which ought to be 

evaluated. Subtractive clustering is an alternative method 

that can be applied to diminish the above mentioned issue. 

In subtractive clustering, data points (not grid points) are 

regarded as the candidates for cluster centers. Through 

applying such method, the computation is easily relative 

to the number of data points and independent of the 

dimension problem as already [19]. 

Take a collection of n data points into consideration 

{x1,…. , xn} in an M-dimensional space. The data points 

are supposed to have been normalized within a hypercube. 

 

𝐷𝑖 = ∑ exp (−
‖𝑥𝑖 − 𝑥𝑗‖

2

(
𝑟𝑎

2⁄ )
2 )

𝑛

𝑗=1

                       (5) 

 

Because each data point is a candidate for cluster centers, 

a density measure at data point xi is defined as where ra is 

a positive constant. Thus, a data point will have a high 

density value if it has many data points around. The radius 

ra defines a neighborhood; data points outside this radius 

have effects only a bit on the density measure. After the 

density measure of each data points is calculated, the data 

point with the highest density measure is chosen as the first 

cluster center. Let xc1 be the point selected and Dc1 its 

density measure. 
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𝐷𝑖 = 𝐷𝑖 − 𝐷𝑐1 exp (−
‖𝑥𝑖 − 𝑥𝑐1‖2

(
𝑟𝑏

2⁄ )
2 )                (6) 

 

The density measure for each data point xi is revised by 

the formula where rb is a positive constant. Therefore, data 

points near the first cluster center xc1 will have a highly 

decreased density measure, by which making the points 

unlikely to be selected as the next cluster center. The 

constant rb defines a vicinity that has measurable 

reductions in density measure. The constant rb is normally 

larger than ra to stop closely spaced cluster centers; 

generally rb is equal to 1.5ra. After the density 

measurements for each data point is revised, the next 

cluster center xc2 is selected and all of the density measures 

for data points are revised again. This process is repeated 

until enough number of cluster centers are created [20]. 

 

5.4. Group AHP 

Analytical hierarchy process (AHP) is one of the most 

well-known techniques for multi-criteria decision-making. 

It was first introduced by [14] in the 1970s. AHP is a 

structured technique for organizing and analyzing 

complex decisions. A decision may involve several 

decision-makers, and all their views must be considered in 

pairwise comparisons. In these cases, the following 

formula is used: 

 

𝑎𝑖𝑗
′ = {∏ 𝑎𝑖𝑗𝑙

𝑘
𝑙=1 }

1
𝑘⁄

 ; 𝑙 = 1,2, … , 𝑘   Number of 

decision-makers 

𝑖, 𝑗 = 1,2, … , 𝑛   ; 𝑖 ≠ 𝑗 

 

And if one decision-maker, given their expertise and 

responsibility, has a greater effect on the process, a weight 

is added to their opinion and the following formula is used: 

 

𝑎𝑖𝑗
′ = {∏ 𝑎𝑖𝑗𝑙

𝑤𝑙
𝑘

𝑙=1
}

1
∑ 𝑤𝑙𝑙

⁄

                              (7) 

 

It is better to include the opinion of different decision-

makers in group calculations when their consistency ratio 

(CR) is less than 0.1. In group AHP, CR is calculated as 

follows: 

 

𝐶𝑅 =
𝜆𝑚𝑎𝑥 − 𝑛

𝑛
                                          (8) 

 

6. Definition of variables 

 

Selecting the right variables is essential to constructing a 

model. To cluster customers based on risk, the first and 

most important step is to identify risk factors. In this 

research, variables were selected in two stages. First, 

scientific articles in reputable journals were reviewed from 

2010 to 2016. 28 variables were identified and extracted. 

These variables were classified into two groups based on 

personal characteristics and loan profile. Then, variables 

that may not have been obtainable in all cases were 

omitted, leaving 11 factors that are listed in Table 1.  

 

Table 1-Factors obtained from literature review  

 

Factors  

Personal Characteristics Age 

Gender 

Location 

Marital status 

Education 

Job 

Loan Profile Creditworthiness 

Loan term 

Collateral type 

Collateral value 

Loan value 

 

 

In the second stage, a questionnaire was designed and 

distributed among experts in the fields of finance and 

banking with enough experience and knowledge. In order 

to filter and organize the information contained in the 

research, the following procedure below was used: 

1. Developing a conceptual model  
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2. Review and filtering of outlier and missing data 

3. Preview of raw data for benchmarking 

4. Using the automatic data categorization feature 

(Anomaly Index)  

Here, data are automatically categorized using one of the 

features of the Clementine software (Figure 1). 

 
Figure 1. Representation of the automatic data clustering output for initial evaluation of inputs 

 

5. Detecting and deleting outliers in the automatic data 

categorization index (Anomaly Index)   

Here, data with values greater than 2.5 are removed from 

the model (Figure 2). 

 
Figure 2. Representation of automatic clustering output after removing model noise 

 

After examining a hundred different types of clustering 

using K-means, two Step, hierarchical, and Kohonen map 

and after reviewing the literature, K-means was found to 

be the most appropriate clustering technique for our 

purpose. It must be noted that various measures were taken 

to increase model accuracy, including the identification of 

important predictors and removing those that were less 

effective. 

Next, the model was rerun to increase its accuracy. The 

resulting model is shown in the following figure. As can 

be seen, different clusters have a different credit status. 

Clusters can be divided into A, B, C, D, and E groups. 

Customers in cluster A, for instance, have all the 

characteristics of this cluster.  
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Figure 3. Identification and removal of less important features to increase model accuracy 

 

7. Priority of credit scoring indicators 

 

As shown in the conceptual model of the research, 

different factors affect customer evaluation. By 

prioritizing these factors, banks can credit depositors more 

effectively. The ranking and weight of each factor are 

shown in Table 2. 

 

Table 2- Ranking and weight of factors with different initial starting points 

 

Value Count Count Count Average WEIGHT 

Job 249 88 31 123 0.121 

Loan Value 219 171 144 178 0.176 

Sex 214 91 30 112 0.110 

Marital Status 72 192 67 110 0.109 

Loan Term 66 255 246 189 0.187 

Loan Type 51 2 206 86 0.085 

Collateral Value 49 171 243 154 0.153 

Age 35 44 27 35 0.035 

Education 32 13 3 16 0.016 

Creditworthiness 13 6 3 7 0.007 

 

 

 It must be noted that group AHP was used to calculated 

the weight of these factors with inputs from eight banking 

experts and to convert coded data to quantitative data. The 

outputs of this procedure is as follows: 

 

Table 3- Ranking and weight of factors for converting coded data 

 

Credit 

worthiness 
Loan Value 

Collateral 

Value 

Collateral 

Type 
Loan Term Job Education Age 

0.38 0.15 0.23 0.47 0.13 0.38 0.43 0.28 

0.32 0.40 0.32 0.32 0.36 0.19 0.44 0.31 

0.17 0.28 0.21 0.22 0.51 0.16 0.14 0.14 

0.13 0.17 0.23   0.09  0.26 

     0.18   
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Table 4- Ranking and weight of factors 

 

Factor Weight Rank 

Age 0.065 8 

Education 0.140 3 

Job 0.138 4 

Loan Term 0.087 7 

Collateral Type 0.104 6 

Collateral Value 0.131 5 

Loan Value 0.154 2 

Creditworthiness 0.182 1 

 

After determining the weight of factors and converting 

codes to numbers, clusters were created using K-means, 

FCM, and sub-clustering techniques in Clementine 18.0, 

MATLAB 2016, and Excel. About 35 models with 

different parameters were compared. Efficiency, 

predictive power, and separability of the clusters were 

evaluated using silhouette and Lift features. 

 

Table 5- Evaluation of clustering models using K-means and Sub clustering techniques 

 

  S* = 0.192 0.298 0.372 

SUB Cluster   LIFT 3 LIFT 4 LIFT 5 

C1  0.195 0.200 0.184 

C2  0.169 0.162 0.153 

C3  0.221 0.228 0.221 

C4   0.164 0.164 

C5      0.252 

  S* = 0.342 0.382 0.429 

K-Means   LIFT 3 LIFT 4 LIFT 5 

C1  0.220 0.220 0.263 

C2  0.191 0.173 0.175 

C3  0.192 0.265 0.143 

C4   0.186 0.184 

C5    0.231 

 

 

The below-mentioned figure illustrates the results of 100 

times of simulations with different initial starting points 

for the customers and indicates that according to the LIFT 

index, five cluster model with FCM technique is the best 

one [20]. Evaluations show that K-means with five 

clusters is the most appropriate model. Moreover, the 

FCM technique was the most effective model in terms of 

separability. After removing nonessential variables, the 

model was rerun and the outputs were presented for each 

customer cluster. The results showed that 

creditworthiness, loan value, education, job, collateral 

value, collateral type, loan term, and age were respectively 

the most important variables.   
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Figure 4. Evaluation of clustering model using (3 cluster), FCM techniques 

 

 
 

 

Figure 5. Evaluation of clustering model using (4 cluster), FCM techniques 

 

 
 

Figure 6. Evaluation of clustering model using (5 cluster), FCM techniques 

 

8. Conclusion and recommendations 

 

With new bank customers, it is necessary to collect their 

basic information based on the conceptual model of the 

present research and determine to which cluster they 

belong. Accordingly, a credit score is assigned to the 

customer which helps banks predict their creditworthiness 

and their ability to repay loans. In this research, the credit 

scoring model is based on coded data from Refah-

Kargaran Bank of Iran, which can be used by tellers to 

make appropriate lending decisions based on credit scores 

and risk-taking strategies of the bank.   
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It is recommended to use the proposed model with a 

greater volume of data from the banking system to 

increase its accuracy and reliability and enhance its 

learning. Obviously, this can lead to more accurate lending 

decisions by banks. 
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