Int. ] Sup. Chain. Mgt

1079

Vol. 8, No. 3, June 2019

Presenting a Location-Routing Problem for
Multi-vehicle Hazardous Materials Transport,
Considering the Cost Dependent to the Amount
of Materials Loaded

Mohammad Jamali
Industrial Engineering, Engineering Major Logistics and Supply Chain Management
Faculty of Industrial and Mechanical Engineering
Islamic Azad University, Qazvin Branch

Abstract-Regarding the significance and role of fuel
materials in growth of industries, and considering the
point that the transportation of these products is always
encountered with risk and has its own dangers, and also
given the increasing importance and applicability of
combined transport (multimodal) in various industries
and the prominent role of this type of transportation in
the supply chain, in this research, first a bi-objective
mathematical model is presented for location-routing the
hazardous materials transport considering the weight of
materials loaded. In this model, the objective cost
function including transportation costs, construction of
multimodal transportation terminal (for movement of
the type of transport vehicle), and also the risk of
transportation of hazardous materials, are minimized.
Then, using precise solving methods and using the NSGA
Il algorithm, the proposed model is solved. After
assessment of solving methods, the best solving method is
chosen and the model is solved based on the real
information received from the Iran Road Maintenance
& Transportation Organization, the Islamic Republic of
Iran Railways, the National Iranian Oil Refining and
Distribution Company. In this research, the problems
were divided into three small, medium and large groups,
and for each of the solving methods the evaluation
criteria was calculated. The results of this comparison
indicated that non-dominated optimization algorithm
outperforms the exact solving method. Therefore, it was
concluded that this algorithm should be used to solve the
model of real data. Likewise, to ensure the performance
of this algorithm, the sensitivity analysis of the model was
conducted and it was indicated that by changing the
parameters of the model, this algorithm gives the
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expected results and thus its structural performance is
confirmed. Finally, the proposed model indicated how
the amount of carried load of hazardous materials is
related to a location-routing problem.

Keywords: Location-Routing, Hazardous Materials,
Combined Transport, Cost Function, Dependent on Weight.

1. Introduction

One of the important issues that had high applicability
in the past few decades and has been raised to increase
the efficiency of transportation systems was the issue
of vehicle routing problem (VRP). Vehicle routing
problem refers to a set of issues in which a number of
vehicles focused on one or more locations should refer
to a set of customers and provide services that each
have a specific demand. This problem intends to
minimize the traversed distance, total travel time, the
number of transportation vehicles, delayed payment
penalties with mathematical models and optimization
and ultimately maximize the customer satisfaction.
Various constraints on these problems, consists
different types of classical problems. Location-routing
problem is the integration result of the location and
routing decisions. The aim of this problem is to find
the appropriate location and the number of facilities,
as well as distribution routes and timetable of
transportation vehicles. In routing, problems are
divided into two groups of nodes and strains. The
nature of the strain problems is in a way that requests
(demands) are arranged on network arcs, but on nodal
problems, these requests are placed on the network
nodes. Using this distribution system, that are applied
in variety of industrial and service problems, the
transportation costs can be considerably reduced. The
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location-routing problem consists of 3 parts: 1- The
location problem 2- The allocation problem 3- The
routing problem. In classical facility location models,
when calculating distribution costs, assume that each
customer is in a direct round trip route. This situation
is only true when the demand of each customer fully
completes the capacity of the carrying truck. However,
in many applications in practice, the demand of each
customer may be less than the load capacity of the
truck carrying it. Therefore, several customers are
arranged on a single route and served. In this case, the
distribution costs depend on a sequence of customers
that are arranged on a route. In this case, in order to
accurately reflect the distribution costs of routes in a
location model, the routing and location problem must
be solved simultaneously. Clearly, location-routing
problems are related to the classical location problem
and vehicle routing. Both of these recent problems are
expressed as specific cases of location-routing
problem, and if it is necessary for all customers to be
directly connected to a warehouse, then the location-
routing problem becomes a standard location problem,
and on the other hand, if the location of the warehouses
are maintained fixed, our location-routing problem
converts to a simple vehicle routing problem [9].

In today's world, by the expansion and intensification
of the competitive environment, supply chain
management has become one of the fundamental
issues facing enterprises. Investigation of various
routing methods of fast public transportation systems
indicates that designing route for these systems is a
very complicated problem that, while influencing
operational function and construction and utilization
cost, will have a significant role in performance
indicators such as the amount of carried load, travel
speed, decrease of travel time, land use modifications
and environmental impacts. In this regard, the two
travel time and coverage factors are considered as the
most important factors in locating an extension. The
locating cost includes fixed acquisition costs,
construction of centers, equipment purchases and
variable costs, including salaries, etc. Travel costs
include travel distance or travel time. In this research,
in addition to the cost of travel distance, other types of
costs, including the cost of route type, the fixed cost of
the number of vehicles, the cost of non-observance of
the soft time window,the cost of fuel, and the cost of
depreciation due to the amount of load on the vehicle,

are also considered. In previous studies, the weight of
load on a vehicle had no effect on costs, but it is clear
that the weight of load amount carried by vehicle has
effect on the cost of fuel and vehicle depreciation [10].

* Routing problem

The vehicle routing problem or VRP is a combined
optimization and discontinuousscheduling problem
that aims to serve customers with a fleet of vehicles.
The VPR is an important issue in the field of
transportation, distribution and logistics. VPR often
involves the transfer of goods located at a central
station toward the customers who ordered these goods.
The aim of VRP is to minimize the total cost of
transferring goods from the central station to
customers.

Determining the optimal solution is considered as a
complete NP-problem in combined optimization and
many definitive and heuristic practical methods are
developed to find acceptable solutions for VRP. There
are various types of wvehicle routing problems
including:

e Vehicle Routing Problem with Pickup and
Delivery (VRPPD)

e Vehicle Routing Problem with Time
Windows (VRPTW)

e Capacitated Vehicle Routing Problemor
Capacitated Vehicle Routing Problem with
Time Window (CVRP or CVRPTW)

e Vehicle Routing Problem with Multiple Trips
(VRPMT)

e  Open Vehicle Routing Problem (OVRP)

« Location Problem

The facilities location problem generally includes a set
of distributed demands in the problem area and a set
of facilities to meet those demands.

In location problem, two basic questions must be
answered. These questions include:

1. Which facilities should be used? (This question
itself is the answer to two other questions that are
understandable with little thought: “How many
facilities should be deployed,” and “where should be
these facilities deployed™)?

2. Which demands should be met by which facilities?
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The facility location problem in the supply chain
management area is of particular importance in both
the facility location and supply chain management.

* Location-Routing Problem

Over the past three decades, the integrated
optimization approach to logistics systems has become
one of the most important aspects of supply chain
optimization. This approach examines simultaneously
the dependencies between the facilities location, the
allocation of suppliers/customers to facilities, the
structure of transportation routes, and inventory
planning and control. One of the most important
locationproblemsto consider this approach is the
location-routing problem. In this problem, the number
and location of facilities, the size of transportation
fleet, and the structure of routes are determined
considering the location and characteristics of the
suppliers and customers.

Among the usedreviewedliterature the following
can be referred:

v' Ref [1] Considering that one of the permanent
competitive advantages for countries and
companies is to make the transportation network
more efficient, in this paper, a new formulation
for locating axes and forming local tours to visit
customersis presented. The number of axes and
the maximum number of vehicles are assumed
according to the number of fixed customers, and
each customer can receive more than one service
vehicle. In this case, no customer is served by the
pre-stored load, but the load is transported
between customers, that is, the load is received
from one or more customers and is delivered to
one or more other customers. Vehicle capacity
limitations have been ignored, but the number of
visits of each vehicle is considered. The model of
this problem is formulated using GAMP and
regarding its NP-hardness, it is precisely solved
for a sample with 10 points of demand. The
computational results are also indicated for this
generated numerical example.

v" Ref 2 in their research, investigated the location-
routing problem. In the investigated problem,
there are a number of demand points as a
customer, each of which has a specific handing
over and delivery demand or return of each kind

of product, and each customer determines a
delivery deadline for each product. In order to
send products from warehouse to demanded
points by customers, transportation vehicles are
used that each of them has the ability to carry a
group of products, and fixed usage costs, variable
costs of transporting between points and its
volumetric capacity is determined. To solve
problems in larger dimensions regarding the time,
genetic algorithm was used.

v Ref [3] in their research, created a mathematical

model for garbage collection in Hanoi, Vietnam.
Considering the fact that the main problem in
routing this type of problems is related to picking
up and delivery, they created time windows to
solve this problem, then solved the model using
integer programming.

v' Ref [4] in their research, created a new location-

routing model with several warehouse, several
vehicles with potential demand. In that model,
they paid special attention to reloading of
warehouses and then solved the problem with the
help of robust optimization.

v' Ref [5] in their research investigated choosing of

public transportation vehicles in the UK. They
proved that an integrated and dynamic
transportation system is one of the key social and
political factors, and only improving the
performance of the public transportation system
can prevent people from using personal
transportation vehicles. Then, they studied the
transportation industry in the UK.

v Ref [6] in their research presented a new method

of new goods transportation between cities. They
presented a formula based onthe supply-demand
balance, in which demand represents the behavior
of the load owners and the supply side, indicates
the behavior of the load carrier. Then, they
indicated this equilibrium using a mathematical
model and solved it using a general solving
approach.

2. Methodology
2.1 Collecting the Required Information

The information used in this research was obtained
through searching on the Internet and through Iran
Road Maintenance & Transportation Organization
and the Islamic Republic of Iran Railwaysas follows:
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* The distance between cities of the country through
roads and railways

* Risk ratiofor country roads

* Freight rates based on different types of vehicles
with different capacities

» The fixed cost of constructing multipurpose
terminals and the transportation cost

« Geographic coordinates of cities

* The fixed cost of using the vehicle

* The supply and demand rate of different cities
After conducting the required surveys, the
communication between the surveyed cities in this
study was presented as Figure 1.

Figure 1 - The Communication between the Surveyed
Cities in This Study

Communication Network of ities
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2.2 Mathematical Model

2.2.1 Introducing Decision Variables
v' Sets

S: Set of Supply Centers

D: Set of demand points

E: Set of transportation methods

G: Set of valid routes

K: Set of Containers (Rail and Road)

The used parameters are presented in Table 1.

Table 1. Parameters Used in the Model

Variable Description Range
d demand rate of i"city VieD
S supply rate by the i™ supplier VieS
f; The cost of constructing a Vie (S
multimodal transportation uD)
terminal in the i city
fc; The cost of changing the Vie (S
transportation method in thei® uD)
city
I The risk rate of changing the Vie (S
transportation method in thei™ uD)
city
Q The portable capacity of k™ V ke K
container
fty Transportation cost coefficient V ke K
for k™ container
c5 The transporting cost from i Vidge (S
city to j" city via e™ UD)VecE
transportation method
rg The transporting risk from i Vije (S
city to j city via e™ UD)V ecE
transportation method
v' Decision variables
The used decision variables in the model are
presented in Table 2.
Table 2. Decision Variables
Variables | Description Range
Sk Will be equal to 1 if the k™ container is v ije {R
transferred from i" city to j™ city via e™ U D} V keK ¢ V ecE
transportation method, otherwise it will be
0
ik The amount of goods transported by k™ Vije {R
container from i" city to j" city via e" U D}V keK ¢ V ecE
transportation method
Yik Will be equal to 1 if the demand of i city VieD«V keK
is provided by the k™ container, otherwise
it will be 0.
Uik The rank of i city in the direction of the VieD ¢V keK
k™" container
Z; Will be equal to 1 if a multimodal terminal Vie{RUD}
is constructed in the i™ city, otherwise it
will be 0.
e is equal to the number of transporting Vie {R

method changes of k™ container that
occurs in the i city from ™ carrier to
other carriers.

U D}¢V keK ¢« V ecE
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3.2.2. Objective Function and Constraints

Min Cost = Yiesup Sjesub Lkek Seek Cf (ftxXfx +
Wi?k) + Yiesup Zkek 2eck fCi Tk + Xiesup fiZi (1)

Min Risk = Yiesup Xjesup Zkek Zect 5 Wik +
Yiesub Zkek eek Ti Tik (2)

St

Yiesub Leek Wpik — Ziesub Zeek Wipk <
Sp VpES

(3)

Yies Zjep Zeek Wik < QV k €K

(4)

ZjESUDZeEEXiejk S 1 Vie SUD‘kE K
(5)

ZkEKYik =1 Vie D‘di >0

(6)

Yeck Xijk < Xpes Yeek Xpik T M(Ujk — 1) Vij €
D keK (7)

Uk = U+ (N= D Yeep X S (N—1) —
1 VvijeD kek 8)

Yiesub Zeek Xpik = Ziesub Leek Xipk VP € SU

D keK (9)

W < MXS, VijeSuDke

K¢ eeE

(10)

Yiesun X e Wik — Yiesup Leee Wpik =
Arcejp€

Tik = Yiesup Xipk — Ziesup Xpik VP ESUD<kE€E
K¢ eeE (12)

Ujelnteger 1 < Uy, <N—-1 VieDc ke
K (13)

Xfxef01}Ws, = 0VijeSuUDk e
K¢ eeE
(14)

Yief{0:1}<Ty = 0
(15)

vieD«keK

Z;e{0:1}VieSuD
(16)

Equation (1) includes the cost objective function that
consists of four main components. The cost of
transportation variable is calculated per unit of goods
in the unit of distance. The fixed transportation cost is
calculated considering the type being selected. The
cost of changing the transportation method is
calculated proportional to the city and each change of
method. And ultimately, the cost of constructing a
multimodal transportation terminal in cities that the
change of transportation method occurs.

Equation (2) contains risk objective function that
consists of two general components. The
transportation risk proportional to the amount of goods
and the route risk, and the second part includes the risk
of changing the transportation method appropriate to
each city.

Equation (3) ensures that the total amount of goods
extracted from the supplier is not greater than the
supply capacity.

Equation (4) ensures that the total amount of goods
transported by the container is less than its capacity.

Equation (5) ensures that a container does not cross a
single city more than once.

Equation (6) ensures that one container is allocated to
the cities having demand.

Equations (7 and 8) are written to eliminate the sub-
tour and ensure that the closed tours are not formed in
the container loop.

Equation (9) is a conventional flow continuity
equation that ensures the number of inputs is equal
with the number of outputs.

Equation (10) limits the amount of transported goods
to the decision variable of allocated route.

Equation (11) ensures that the demands of cities
having demand is covered.

Equations (12 and 13) are written to determine the
number of changes in the transportation method and
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the requirement for constructing a multimodal
transportation terminal.

Equations (14, 15, 16, and 17) determine the range of
decision variables.

3. Data Analysis
3.1. Solving the Mathematical Model
3.1.1. Solving Methods

v" ¢ Constraint Method

The Epsilon constraint method is one of the known
approaches to encounter with multi-objective
problems, which solves this type of problems by
conveying all of the objective functions, except one of
them at each stage to the constraint. The steps of this
approach are as follows:

i Select one of the objective functions as the

main objective function.

ii. Each time, solve the problem considering one
of the objective functions, and obtain the
optimal values of each objective function.

iii. Divide the interval between the two values of
the sub-objective function into the predefined
number and obtain a table of values for ¢; ...
€n.

iv. Each time obtain the problem with the main
objective function, with each of the g; ... &
values.

V. Report the obtained Pareto answers.

Research consists of four main decisions:

- Allocation of supply and demand points to the route
- Possible and optimized routing for each created path
(container)

- Determining mode changing points of the
transportation

- Determining the equipment points to change the
mode of transportation

Since each of the research decisions alone are
considered a hard problem, the research is also a hard
problem, so in order to solve the problem in industrial
and real dimensions, an algorithm must be proposed
that can provide answer to the problem, at logical and
low time. Therefore in the following, a solving
algorithm based on the non-dominated Sorting
Genetic Algorithm (NSGA II) is presented. In this
method, in addition to using the structure of the
NSGAII algorithm for the superior chromosomes, the

neighborhood search algorithm, based on the
optimizations obtained from the research literature, is
presented. The proposed neighborhood search
increased the algorithm convergence.

v The method of the NSGA 11 algorithm

The meta-heuristic NSGAII algorithm is one of the
most applied and powerful algorithms available to
solve multi-objective optimization problems and its
efficiency in solving various problems is proved. In
1995, the NSGA optimization method was introduced
to solve multi-objective optimization problems.
Considering the relatively high sensitivity of the
performance and the quality of the NSGA algorithm
answers to the fitness sharing parameters and other
parameters, the second version of the NSGA
algorithm, called the meta-heuristic NSGAII
algorithm, was introduced by Deb et al. (2000). Along
the all features that meta-heuristic NSGAII algorithm
has, it can be considered as a model for the formation
of many multi-objective optimization algorithms. This
algorithm and its unique approach to deal with multi-
objective optimization problems have been used many
times by different individuals to create newer multi-
objective optimization algorithms. Undoubtedly, this
algorithm is one of the most fundamental members of
the evolutionary  multi-objective  optimization
algorithm that can be called the second generation of
these methods.

The method of the NSGAII algorithm is shown in
Figure 2.

End

preduction of a Determination
primary society of stop

X
Doubling the size of comunity
Neighbarhood searching for
superior chron}asomes

A S
fitness of the objective
functions

4
Calculating the distance index for each of the
Parto levels

A 4
Quick sorting based on non-dominance
| integration &

1 )
Sorting the society based on Parto

level and dispersion.index. -

mutation

Y
Parent selection based on
twiosome competition

Figure 2. The Process of the Suggested Solving Method\
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Title Chromosome strand
X D1 D2 D3 D4 D5
1 1 2 1 2
R R1 R2
2 1
Y S1 |S2 | D1 | D2 | D3 | D4 | D5

R1 0 1 1 0 1 1 1

R2 1 0 0 0 1 1 1

RT S1 (S22 | D1 | D2 | D3 | D4 | D5

R1 1 2 1 2 1 1 1

R2 1 1 1 1 1 1 1

Seq S1 (S22 | D1 | D2 | D3 | D4 | D5

R1 7 6 4 5 1 3 2

R2 6 3 7 4 1 2 5

The chromosome structure of the problem consists of
four major strands.

X Strand: This strand determines that the demand for
each of the demand points should be provided by
which (route) container. In other words, a route will
only have delivery at the points that is determined by
this strand. Likewise, the loading amount of container
at the supply station will be as much as the total
demand of determined points for the container.

R Strand: This strand specifies each of the containers
will be loaded from which supply source. In other
words, all of the demands of all of the points that will
be supplied by this container will be loaded from the
specified source determined for this route.

Y Strand: This strand determines the points that the
container will pass. In other words, the container will
pass through the points that their value is 1 and will
not pass the rest of the points.

RT Strand: This strand determines which transporting
mode will be used to carry the container to its next
destination.

Seq Strand: Indicates the sequence of points on the
route of each container. In other words, this sequence
indicates that the container with what sequence will
pass through the points (based on the Y strand, the
points whose Y value is equal to 1, and the points that
their X value are equal to the current container
number, and the points that based on the R strand are
source and ultimate destination of the container).
Table 3 shows the chromosome structure of this
problem. Genetic operators

For the above presented genetic structures, classical
genetic operators are perfectly appropriate, but in
order to increase the searching speed, appropriate
preparations should be considered according to the
objective functions and problem constraints. One of
the five strands is selected randomly and the following
operators are applied on it. It’s worth noting that for
the Y, Seq, and RT strands, in addition to selecting the
strand, one of the routes (containers) is randomly
selected and the genetic operators are performed on it.

e  Mutation operator

Common operators to solve similar problems,
especially operators that are more suitable for
inventory problem solving, are listed below:

Displacement of genes: Two different genes are
randomly selected and their values are changed with
each other.

Reinitializing: Reinitializing a gene according to the
method of producing the initial answer.
Optimal Search for the cost objective function: Using
the SA algorithm, the selected chromosome is
optimized and replaced the current answer.

Optimal Search for the risk objective function: Using
the SA algorithm, the selected chromosome is
optimized and replaced the current answer.

e Integration operator

In general, classical operators have been used to
integrate this type of problems.

4.2 Algorithm Comparison Indicators

In order to evaluate the performance of multi-objective
meta-heuristic algorithms, there are two main
categories of convergence indicators and dispersion
indicators. The indicators of the first category include
the number of Pareto answers indicator, mean ideal
distance indicator, and the sets coverage indicator. The
indicators of the second category include the space
metric, diversity and the most expansion indicator.
Now, we look at the indicators used in this research to
compare the algorithm:

¢ Mean Ideal Distance (MID) Indicator

This indicator is used to calculate the mean distance of
the Pareto answers from the origin of the coordinates.
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In relation 1, c; is the distance between the Pareto
answer and the ideal point. Considering this relation,
it is clear that as much as this indicator is lower, the
efficiency of this algorithm will be more.

MID = Y1, &
)

Since in multi-objective discussions based on Pareto
approach, one of the goals is the boundaries closest to
the origin of the coordinates, therefor this indicator
calculates the distance of the fronts from the best
value. In this research, considering the point that both
target functions are of minimization type, then the
ideal point is considered equal to the minimum of each
objective function in all algorithms. Relation 2 is used
to calculate the MID indicator.

bes bes
£y —~f7°° Y24( fpi—13%5 )2
max fm]n fmaX fmln

[
f
1.total” "1.total 2.total "2.total
MID = ¥,
n
)

In this equation, n is equal to Pareto points, faw
fmin are respectively equal to the maximum and
minimum value of the objective functions among all
the performances of the algorithm. Likewise, fPest,
fPest are the coordinates of ideal point.

e CPU Time Indicator (CPU T):

In major problems, one of the important indicators is
the implementation time of solving, and therefore the
implementation time of the algorithm is considered as
a quality assessment indicator.

e  Space Metric (SM):

This indicator shows the uniform distribution of Pareto

answers in the solution space. The calculating method

of this indicator is according to Equation 3.

SM = z:?=_11|a__di|
(n—-1)d

@)

Where d; is equal to the Euclidean distance between
the two side Pareto answers in the solution space and
d is equal to the mean distances of di. As much as this
indicator is low, the better is the performance of
algorithm.

e Quality Metric (QM)

The quality metric is such that all of the obtained
Pareto answers by each of the algorithms are
considered together, and then the negligence operation
is performed for all the solutions. Ultimately, the
quality of each algorithm is equal to the share of new
Pareto answers specific to that algorithm. The higher
quality means the better performance of the algorithm.

v Diversification Metric (DM)

This parameter indicates the extent of Pareto answers
of an algorithms and can be calculated by equation 4.
As much as this indicator is higher, the performance
of the algorithm is better.

fmax __ cmin fmax _ gmin
1.total™ 1. total 2.total ~'2.total

maxf; j—minf. maxf, j—minf
DM \/( 11 1 1 ( 21 2 1)2

3.3. Solving the numerical example

To confirm the validity of the presented mathematical
model, first the model was created by a small sample
and according to the information received from
National Iranian Oil Refining and Distribution
Company, and the five cities indicated in Table 4 were
selected as the supply location, then the model was
solved in GAMS and these outputs were the proof for
correct performance of the model.

Table 4. Supply Cities along with answerable demands

Name of the city Answerable demands
Tehran 1000
Bandar Abbas 1000
Mashhad 500
Tabriz 500
Ahwaz 500

Now, we consider the Epsilon constraint solving
method. To solve this problem, it was implemented 10
times in GAMS, and the answer of this
implementation is represented in Table 5.

Table 5 — The Results of Implementing the Model in
GAMS

Implementation number Cost Risk
Implementation 1 458,072 310,713
Implementation 2 500,263 196,196
Implementation 3 520,295 154,077
Implementation 4 582,222 143,751
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In Figure 3, the Pareto chart of the answers is drawn
based on risk and cost.

Figure 3. Pareto Chart of Answers
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Now, the above example is solved according to the
proposed algorithm and the results are described in
Table 6.

Table 6. The Results of Solving the Sample with
Algorithm

Implementation Cost Risk
number
1 1026790 93770
2 1051210 92080
3 1056530 90480
4 1080950 88790

Likewise, its Pareto chart is represented in Figure 4.

Figure 4. Pareto chart of NSGA 1l Algorithm

NSGAII

v Determining the parameters of the solution
method

Heuristic and meta-heuristic methods for searching the
answer space usually take into account the parameters
that affect the route of optimal answer. In each
presented algorithm, finding the best mode for these
parameters, as they are expected to achieve better
result in a short time, is one of the problems that
researchers must address. In the following, to
determine the optimal values, parameters of the
proposed solving method, a set of experiments are
presented based on the Pareto method and the results
are analyzed to determine the best value for each
parameter.

3.4. Designing Experiments

Since the complexity of hard problems is very
sensitive to their size, and also the effective parameters
in heuristic solving method are a function of
complexity, in this research, to determine the
appropriate parameters of the solution, samples with
different complexity levels are used.

In this research, the size of problem is mainly
influenced by several main parameters that include the
number of cities, the number of routes, the number of
axes and the percentage of edges that have both rails
and the road. The experiments are designed at three
levels of small, medium and large size. The size of
each problem parameter is randomly selected from the
intervals that are presented in Table 7. For each level
10 problems and finally 30 problems are used to
determine the parameters of the solving method. In
each level, the mean efficiency indicator of the solving
method was used with various parameters as a
comparison indicator to determine the parameters. The
four main parameters of the solving method, were
investigated and their optimal levels were determined.
In order to minimize the number of tests, the Taguchi
method and the Minitab 16 were used. Table 7
represents the parameters of the problem and different
complexity levels. Likewise, the parameters of the
solving method and its levels are indicated in Table 8.
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Table 7. Determining the Parameters of Level
Determination

Parameters Small Medium Large
Number of cities | 5-29 30-69 70-100
Number of 1-5 6-10 11-15
containers

Number of axes 10-30 31-69 70-100
percentage of 10-40 41-69 70-100
edges that have

both rails and

the road

Table 8. The Level of Solving Method Factors

Level 1 Level 2 Level 3
The size of 30 45 60
community
Mutation rate- 0.3-0.7 0.5-0.5 0.3-0.7
Integration rate
Repetition 500 2000 4000
Optimization rate 0.2 0.5 -

v' Determining the optimal parameters of
solving method

After determining the factors of solving method and
the levels of each one, the experiments were designed
by Taguchi method and the results of each experiment
were determined for ten problems at each level. Using
Taguchi method the number of tests were reduced
from 54 to 18.

The mean of these results for different settings is given
in tables 9, 10 and 11, respectively, for small, medium
and large problems.

Table 9. The Mean of Indicators for Problems with
Small Size

8.7 43

5 42

3 60 0.7 0.3 0.2 3000 0.04 1.02 1648 16 0.
6615 5223 .549 12 63

9.6 72

9 67

4 10 0.3 0.7 0.2 1000 0.06 1.04 1252 16 0.
0 0636 0924 .52 74 65

8.4 79

4 11

5 10 0.5 0.5 0.2 2000 0.06 1.53 5385 32 1
0 3019 298 .074 20 26

6.2 49

5 62

6 10 0.7 0.3 0.2 3000 0.05 114 2322 49 0.
0 7185 1958 .619 57 68

3.4 98

4 11

7 15 0.3 0.7 0.2 2000 0.06 132 3110 95 0.
0 0547 0625 .294 74 69

5.3 19

1 68

8 15 0.5 0.5 0.2 3000 0.06 119 3188 14 0.
0 0606 4299 914 12 51

29. 49

7 64

9 15 0.7 0.3 0.2 1000 0.06 114 2449 46 0.
0 0386 1055 751 54 73

53 24

1 58

10 60 0.3 0.7 0.5 3000 0.04 1.07 941. 19 0.
9547 358 1578 61 56

2.5 02

66

11 60 0.5 0.5 0.5 1000 0.04 0.98 805. 65 0.
489 3174 8686 15. 54

62 29

5 3

12 60 0.7 0.3 0.5 2000 0.04 1.08 2729 13 0.
7033 6936 .705 13 80

4.3 41

8 03

13 10 0.3 0.7 0.5 2000 0.05 1.20 2206 37 0.
0 7292 8067 .452 31 73

5.6 35

3 99

14 10 0.5 0.5 0.5 3000 0.05 0.88 266. 56 0.
0 7203 2033 8373 13 33

9.0 92

6 7

15 10 0.7 0.3 0.5 1000 0.06 1.22 2090 18 0.
0 0628 073 .987 88 80

1.2 20

5 56

16 15 0.3 0.7 0.5 3000 0.06 1.24 2423 15 0.
0 083 3187 .693 11 39

78. 47

1 72

17 15 0.5 0.5 0.5 1000 0.05 1.04 1269 50 0.
0 7784 8636 .486 75 53

15 03

6 29

18 15 0.7 0.3 0.5 2000 0.06 132 4096 10 0.
0 3865 8934 .386 02 82

15. 23

6 98

> co Mut Integ Optimi Repe Qua Size Dist Ti C
c m atio ratio zation titio lity indi ance me o}
% m n n rate n indi cato indi m
= un rate rate cato r cato bi
ity r r ne
siz d
e in
di
ca
to
r
1 60 03 0.7 0.2 1000 0.04 1.13 1399 53 0.
2379 1406 .531 96. 64
87 65
5 88
2 60 0.5 0.5 0.2 2000 0.04 114 1153 10 0.
9555 1008 727 81 63

Table 10. The Mean of Indicators for Problems with Medium Size
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m| rat rate rate ind ica ind indic 4 0 22 69 6. 9.06 282
ujl e ica tor ica ator 92 29 76
n tor tor 4 4 8
't 1 07 | 03 | 05 | 100 | 00 | 1.0 | 62 | 3131 | 0.792
5 0 28 | 21 | 37. | 406 | 228
y 49 | 01 | 88
s 2 1 6
i 1 03 | 07 | 05 | 300 | 01 | 07 | 84 | 1990 | 0.666
. 6 0 61 | 27 | 1.7 | s0 543
e 13 | 63 | 63
16| 03| 07 | 02 | 100 | 00 | 0.8 | 18 | 9620 | 0.351 7 4
0 0 00 | 44 | 30. | 313 | 598 1 05 | 05 | o5 | 100 | 0.0 | 1.0 | 98 | 6635 | 0.937
61 | o5 | 03 7 0 24 | 88 | 20 | 625 | 844
7 9 1 98 | 31 | 31
26| 05| 05 | 02 | 200 | 0.0 | 1.0 | 41 | 1894 | 0.579 3 2
0 0 06 | 55 | 93. | 683 | 387 1 07 | 03 | o5 [200 [ 01 | 11 | 10 | 1339 | 1.399
67 | 90 | 45 8 0 27 | 12 | 68 | 453 | 698
7 8 22 | 87 | 69
36|07 | 03 | 02 [ 300 |00 |09 | 38 | 2785 | 0539 7 7 6
0 0 13 | 39 | 92. | 1.56 36
32 | 63 | 43
3 3 1 Table 11. The Mean of Indicators for Problems with Large Size
41103 07 | o2 | 200 | 00 | 09 | 33 | 2281 | 0557
0 0 18 73 66. 0.94 222 > ClM|I Opti | Re Qua | Siz | Di | Ti Co
0 59 | 68 | 15 S |o|ut|n | miza | pet |lity |e st | me | mb
5 3 S | m|at |t |tion |itio |indi |in | an ine
s 1] 05| o5 | 02 | 200 | 00 | 09 | 51 | 4561 | 0.650 = | mlio le | rate | n cato | dic | ce d
0 0 26 | 53 | 19. | 094 | 701 uln |g r ato | in ind
0 5 74 94 n|r r r di icat
4 1 7 .
i|at|a ca or
61| 07 | 03 | 02 | 300 | 00 | 08 | 17 | 6872 | 0.645 .
t|e ti to
0 0 82 | 08 | s8. 5 081
0 9 | 85 | & y 0 r
5 4 n
711/ 03| 07 | 02 [200 | 00 | 08 | 30 | 1079 | 0.566 S r
5 0 70 | 23 | 74. | 859 | 425 ! a
0 42 | 47 | 30 z t
1 9 9 e e
81|05 | o5 | 02 [ 300 [ 01|08 | a0 | 1629 | 1.139 1|60 [0 02 | 100 0 09 | 23] 38 | 03
5 0 83 92 61. 59.4 812 0| 3 0 10 02 66 999
0 27129 2 7 60 | .4 | 09| 03
418 2 |17 4
9107 [ 03 | 02 [ 1200 [ 00 | 10 | 68 | 5670 | 0.912
5 0 54 31 1. 469 189 2 0. 0 0.2 200 | 0.02 | 0.6 | 80 74 0.3
0 21 o1 57 0| 5 0 274 84 5. 02 202
5 3 5 5 6 01 18 | 8.1 04
16| 03| 07 | o5 [ 300 |00 | 11| 51 | 4231 | 0715 8 | 66| 3
0o|o 0 |25 | 62 | 27. | 25 | 648 3/6[0 o] 02 [300]003]08]36] 11| 05
1] 326l 0 0 | 189 | 83 | 43 | 01 | 743
L 3 4 | 96| 6|71 | 34
16|05 | 05 | o5 [ 100 [ 00 | 08 | 23 | 1410 | 0370
1|0 0 00 | 32 | 73 0 877 3 58] 59
36 49 71 41 1] 0. 0 0.2 100 0 1.0 | 62 69 0.6
4 7 3 0 53 95 85 650
16|07 | 03 | 05 | 200 | 00 | 07 | 10 | 2735 | 0313 0 7 30 | 3|15 88
2|0 0 15 | 58 | 81. | 938 | 964 3 |29 6
27| 84 94 s[1]o o] o2 200000 09][s6]13] 05
2 |3 0 0 | 394 | 15 | 08 | 40 | 457
1/ 1] 03| 07 | o5 | 200 | 00 | 0.7 | 30 | 6167 | 0.488
3o 0 38 | 79 | 33 | 656 | 141 0 & 6 SL| 5 |45 25
0 4 15 3
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6(1|0. |0 0.2 300 | 0.05 | 0.8 | 49 | 19 | 0.7
0 663 | 76 | 32 | 78 | 023
0 3 4 01 4 | 90 54
8 14 6
7(1)10 |0 0.2 200 | 0.01 | 0.7 |12 | 25 | 0.1
5( 3 . 0 727 | 39 | 32 | 09 | 907
7 9 19 9 | 89 74
8 44 1
8|10 |0 0.2 300 | 0.31 | 1.0 | 13 | 37 24
55 . 0 392 | 09 | 42 | 13 | 100
5 1 91 | 0. | 98 63
8 39 4
9|10 |0 0.2 100 0 09 | 57| 12 | 05
5(7 . 0 25 | 28 | 67 | 424
3 19 7 | 79. 67
9 48 7
6(0 |0 0.5 300 0 07|14 | 18 | 0.1
0|0} 3 . 0 76 | 82 | 39 | 867
7 26 3 | 28 82
5 4 1
1160 |0 0.5 100 0 08 | 28 | 63 | 04
110| 5 . 0 97 | 34 | 00 | 084
5 68 9 |78 | 33
4 38 1
1160 |0 0.5 200 0 09 | 73| 12 | 0.6
2(0| 7 . 0 78 | 14 | 35 | 597
3 89 8 | 14 7
95 1
110 |0 0.5 200 | 0.00 | 0.7 | 26 | 24 | 0.2
0 102 | 90 | 48 | 00 | 220
0 7 79 7 |17 03
1 67 2
1110 |0 0.5 300 | 0.24 | 0.7 | 25 | 36 1.3
4 0 342 | 80 | 96 | 49 | 244
0 5 8 25 3 | 56
7 57 3
110 |0 0.5 100 0 09 |63 | 12 | 05
0 25 | 86 | 09 | 878
0 3 68 .1 | 96 03
7 85 9
110 |0 0.5 300 | 0.12 | 0.8 | 60 | 58 | 0.7
5( 3 . 0 301 10 | 40 | 42 | 628
7 3 95 3 |93 67
4 86 8
110 |0 0.5 100 0 08|10 | 19 | 0.1
515 . 0 05 | 62 | 8 | 582
5 75 3 |89 | 49
15 1
1110 |0 0.5 200 | 0.18 | 09 | 70 | 38 1.3
8|57 . 0 611 21 | 11 | 35 | 387
3 8 12 9 | 98 82
6 44 4

The results of Table 11 are analyzed by Taguchi
method and Minitab 16, and the following results are

separately presented for optimal levels of factors in
different problem sizes.

The results for the small size of problem has estimated
the level of community size factors 150, the mutation
rate of 0.3, the optimization rate of 0.2 and the number
of 2000 repetitions. Likewise, the combined indicator
has the most sensitivity to changes in factors like the
number of repetitions, the mutation rate, community
size and optimization rate.

The results for the small size of the problem has
estimated level of community size factors 150, the
mutation rate of 0.3, the optimization rate of 0.2 and
the number of 2000 repetitions. Likewise, the
combined indicator has the most sensitivity to changes
in factors like the number of repetitions, the mutation
rate, community size and optimization rate,
respectively. The obtained results are represented in
Table 12 and Figure 5.

Table 12. The Results of Taguchi Analysis for Small
Problems

Level | Communit Mutatio Optimizatio Repetitio
y size n rate n rate n

1 0.6376 0.6142 0.7189 0.652
2 0.7479 0.6378 0.6144 0.8252
3 0.6145 0.748 0.5227

Delt 0.1335 0.1338 0.1045 0.3025
a

Rank 3 2 4 1
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Figure 5. The Results of Taguchi Analysis for Small
Problems
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Likewise, the results for the medium size of the
problem has estimated the level of community size
factors to be 150, the mutation rate of 0.7, the
optimization rate of 0.5 and the number of 3000
repetitions. And, the combined indicator has the most
sensitivity to changes in factors like the community
size, the mutation rate, the number of repetitions, and
optimization rate, respectively. The obtained results
are represented in Table 13 and Figure 6.

Table 13. The Results of Taguchi Analysis for
Medium Problems

Figure 6. The Results of Taguchi Analysis for Medium
Problems
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The results for the large size of the problem has also
estimated the level of community size factors to be
150, the mutation rate of 0.5, the optimization rate of
0.2 and the number of 3000 repetitions. And, the
combined indicator has the most sensitivity to changes
in factors like the number of repetitions, the
community size, the mutation rate, and optimization
rate, respectively. The obtained results are represented
in Table 14 and Figure 7.

Table 14. The Results of Taguchi Analysis for Large

Level | Communit Mutatio Optimizatio Repetitio
y size n rate n rate n

1 0.4785 0.5576 0.6602 0.6537
2 0.5844 0.6753 0.6731 0.6664
3 0.9371 0.7671 0.68

Delt 0.4586 0.2095 0.0129 0.0263
a

Rank 1 2 4 3

Problems

Level | Communit Mutatio Optimizatio Repetitio
y size n rate n rate n

1 0.4249 0.4046 0.7057 0.4603
2 0.6746 0.8612 0.6277 0.5462
3 0.9005 0.7343 0.9935

Delt 0.4756 0.4566 0.078 0.5331
a

Rank 2 3 4 1
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Figure 7. The Results of Taguchi Analysis for Large
Problems
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The results of Figure 7 clearly indicate that the optimal
levels of parameters are very sensitive to the size of
the problem, and also in large problems, the results are
more sensitive to the number of repetitions, and the
size of community.

3.5. The Comparison of Two Solving Methods in
Different Dimensions

After setting the parameter, we investigated the
efficiency of solving methods based on the mentioned
criteria, and the results of these investigations are
presented in Table 15.

Table 15. The Comparison of Two Solving Methods
in Different Dimensions
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1]16| 03 0.7 0.2 100 0.0 0.8 183 962 0.35
0 0 006 440 0.0 0.3 159
17 59 31 13 8
26| 05 0.5 0.2 200 0.0 1.0 419 189 0.57
0 0 066 559 34 46. 938
7 07 58 88 7
36| 07 0.3 0.2 300 0.0 0.9 389 278 0.53
0 0 133 396 24 51. 936
23 33 31 56
41 1] 03 0.7 0.2 100 0.0 0.9 336 228 0.55
0 0 185 | 736 | 6.1 10. 722
0 9 85 53 94 2
5] 1| 05 0.5 0.2 200 0.0 0.9 511 456 0.65
0 0 262 537 9.9 10. 070
0 54 41 47 94 1
6| 1| 07 0.3 0.2 300 0.0 0.8 175 687 0.64
0 0 829 088 8.8 25 508
0 95 54 2 1
711| 03 0.7 0.2 200 0.0 0.8 307 107 0.56
5 0 704 234 4.3 985 642
0 21 79 09 9 5
8| 1| 05 0.5 0.2 300 0.1 0.8 406 162 1.13
5 0 832 922 1.2 959 981
0 74 98 1 4 2
9 (1| 07 0.3 0.2 100 0.0 1.0 682 567 0.91
5 0 542 310 15 04. 218
0 15 13 75 69 9
1]16| 03 0.7 0.5 300 0.0 11 512 423 0.71
0|0 0 251 623 7.6 12. 564
21 11 5 8
1]16| 05 0.5 0.5 100 0.0 0.8 237 141 0.37
110 0 003 324 3.7 00 087
64 9 17 7
1]16| 07 0.3 0.5 200 0.0 0.7 108 273 0.31
2|0 0 152 588 19 59. 396
7 42 43 38 4
1]11| 03 0.7 0.5 200 0.0 0.7 303 616 0.48
3|10 0 381 799 3.9 76. 814
0 46 05 04 56 1
1]11| 05 0.5 0.5 300 0.0 0.8 336 929 0.37
410 0 229 692 6.7 39. 328
0 24 94 68 06 2
111 07 0.3 0.5 100 0.0 1.0 623 313 0.79
5|10 0 284 210 7.8 14. 222
0 92 11 86 06 8
1]11| 03 0.7 0.5 300 0.1 0.7 841 199 0.66
6|5 0 611 276 .76 050 654
0 3 37 34 3
1]11| 05 0.5 0.5 100 0.0 1.0 982 663 0.93
715 0 249 883 0.3 56. 784
0 8 13 12 25 4
111 07 0.3 0.5 200 0.1 11 106 133 1.39
8|5 0 272 128 86. 945 969
0 27 77 96 3 8
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S Problem MID SM DM QM
S S | e
g g g-Constraint NSGA g-Constraint NSGA g-Constraint NSGA g-Constraint NSGA
Small size 1l 1l 1l l
1 0.0452 0.0562 0.565 0.645 750 632 0.159 0.89
2 0.0523 0.0657 0.452 0.532 695 645 0.125 0.115
3 0.0365 0.0559 0.345 0.518 859 762 0.168 0.137
4 0.0458 0.0641 0.436 0.512 723 658 0.147 0.179
5 Medium 0.457 0.369 0.369 0.425 865 968 0.238 0.361
6 size 0.592 0.458 0.459 0.562 956 1035 0.365 0.459
7 0.459 0.395 0.347 0.482 814 896 0.247 0.381
8 0.523 0.468 0.467 0.568 964 1036 0.251 0.362
9 Large size 0.857 0.715 0.236 0.359 1657 1869 0.419 0.523
10 0.759 0.0635 0.348 0.419 1457 1657 0.394 0.462
11 0.729 0.569 0.198 0.235 1369 1457 0.317 0.425
12 0.732 0.732 0.143 0.239 1.294 1.414 0.316 0.684
Mean 0.440 0.299 0.363 0.419 925 1085 10 15
As it is observed in Table 15, the Epsilon method for 6 12,488, | 847,3 | 15,236, | 802,7
small problems and the algorithm for medium and 915 00 815 00
large problems have better efficiency. 7 12,753, | 831,7 | 17,808, | 799,1
3.6. Solving the Model Using Real Data 615 50 87 50
8 12,905, | 795,7 | 20,407, | 753,7
Using the above issues and comparing the solving 305 50 216 00
methgd, tlfne mod(_al was solved considering the 9 13,170, | 780,2 | 22,188, | 7501
mentloned mf_orma_tlon, and the results are reprgsented 005 00 978 50
in table 16. Likewise, the performance comparison of
. . . 10 20,407, | 753,7 | 23,484, | 756,1
the two solving methods is represented in Table 17.
216 00 229 50

Table 16. The Obtained Results from Model Solving
with Real Information

Implement Total Total Total Total

ation Cost Risk Cost Risk

number NSGAII Epsilon Method

1 10,267, | 937,7 | 24,390, | 724,5
896 00 592 50

2 10,512, | 920,8 | 8,618,6 | 977,7
096 00 99 00

3 10,565, | 904,8 | 10,565, | 904,8
298 00 298 00

4 10,809, | 887,9 | 12,519, | 867,2
498 00 898 50

5 12,419, | 867,2 | 14,481, | 847,3
898 50 418 00

Table 17. Comparing the Performance of NSGA Il
with Epsilon Method

Solving MID SM DM oM
method

NSGAII 0.732 0.239 1.414 0.684
Epsilon 0.732 0.143 1.294 0.316
Method

Likewise, the Pareto chart of the answers of both
problems is represented in Figure 8.

Figure 8. Investigating the Pareto Chart of Both
Solving Methods
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3.7. Selected Routes by Two Methods

v Selected routes by NSGAII for the lowest
cost

These routes are represented in Figure 9.

Figure 9. Selected Routes by NSGAII for the Lowest
Cost
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v" Selected Routes by NSGAII for the Lowest
Risk

These routes are represented in Figure 10.

Figure 10. Selected Routes by NSGAII for the Lowest
Risk
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v' Selected Routes by Epsilon method for the
Lowest Cost

These routes are represented in Figure 11.

Figure 11. Selected Routes by NSGAII for the Lowest
Cost
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v Selected Routes by Epsilon method for the
Lowest Risk

These routes are represented in Figure 12.

Figure 12. Selected Routes by Epsilon method for the
Lowest Risk
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3.8. Sensitivity Analysis

In this section, by changing the effective parameters
on the model, it is observed that how the results will
be changed. For this purpose, the parameters that are
considered critical for sensitivity analysis including
demand of cities, fixed construction cost, variable
transportation cost, transportation risk factor and
change of vehicle type and capacity of containers were
investigated. In the sensitivity analysis, parameters are
considered constant except the studied parameters.

v Demand of cities

In order to study this parameter, the demand value was
considered 0.6, 0.8 and 1.2 times of the initial value,
and the results are indicated in Figure 13.

Figure 13. Studying the Effect of Demand on the
Obijective Function
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As it can be observed in Figure 13, risks and costs are
increased by the increase of demand, which can be
attributed to increase of transportation costs, increased
costs of movement, and increased terminal
construction cost as well as increased transportation
and movement risks.

v" The fixed construction cost and
transportation costs

In order to study this parameter, the demand value was
considered 0.6, 0.8 and 1.2 times of the initial value,
and the results are indicated in Figure 14.

Figure 14. Studying the Effect of Cost Change on the
Obijective Function

As it is observed in Figure 14, by the increase of fixed
costs of the terminal construction and transporting
costs, risks and costs increase, which can be due to



Int. ] Sup. Chain. Mgt

1098

Vol. 8, No. 3, June 2019

increased transportation costs, increased cost of
terminal construction, and there is no considerable
change in the amount of risk.

v' Risk coefficient of transportation and
changing the vehicle type

In order to study this parameter, transportation risk and
changing the vehicle type coefficients were considered
0.6, 0.8 and 1.2 times of the initial value, and the
results are indicated in Figure 15.

Figure 15. Studying the Effect of Changes in the Risk
Coefficients
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Figure 15 indicates that the 0.6 and 0.8 of changes had
not a different effect on the objective function, and
also it shows that risk reduction encounters with a high
increase of cost.

v Capacity of containers

In order to study this parameter, the capacity of
containers were assumed 0.6, 0.8 and 1.2 times the
initial value, and the obtained results are represented
in Figure 16.

Figure 16. Studying the Effect of Changes in the
Capacity of Containers on the Objective Function
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As it is observed in Figure 16, the changes in the
capacity of containers encounters with the increase of
cost and reduction of risk, that by the increase of the
cost, the capacity of the container increases so the
amount of transporting load will increase.

4. Conclusion

In this study, after reviewing a comprehensive
literature on the location-routing problem of
hazardous materials transportation, a research gap was
found. After studying the modeling of similar cases
with modeling assumptions, a new model with a two-
objective function was expressed.

In this research, the location-routing problem of
hazardous materials transportation by multiple vehicle
was studied, considering the weight of transported
materials. At first, from the supply points the
hazardous materials including petrol, oil, and gas,
were sent to demand points by a mode of
transportation, then the type of vehicle was changed in
cities that there were the possibility of changing the
transportation mode. Since the nature of hazardous
materials transportation is risky, these issues are also
examined in the mathematical model.

After modeling, in order to validate the model, first by
solving the problem in small dimensions and using the
exact solving method, it was shown that the model
provides consistent answers, and also indicated that
the proposed model reaches the answer and the answer
satisfies all the considered constraints. Then,
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regarding the complexity of the solving algorithm, the
non-dominated meta-heuristic optimization method
was used to solve the problem.

By solving numerical examples, it was indicated that
the used algorithm also gives consistent answers that
meets all the constraints of the problem. Then the
parameters of the algorithm were set and using the
Taguchi method, the most suitable parameters were
selected for the algorithm. After adjusting the
parameters of the algorithm, the problems were
divided into three small, medium and large groups,
and for each of the solving methods the evaluation
criteria were calculated. The results of this comparison
indicated that the non-dominated optimization
algorithm has a better performance compared to the
exact solution method. Therefore, it was concluded
that this algorithm should be used to solve the model
of real data. Likewise, in order to ensure the
performance of this algorithm, the sensitivity analysis
of the model was performed and it was indicated that
by modifying the parameters of the model, this
algorithm generates the expected results and thus its
structural performance is confirmed. Finally, the
proposed model indicated the relation of the
transported load amount of the hazardous materials in
a location-routing problem.

Suggestions

Some suggestions that are relevant to this research and
have the capability of expansion are as listed below:

v' The use of other precise solving methods,
heuristic and meta-heuristic methods to solve
the proposed model and comparing their
performance with the presented methods in
this research.

v/ Considering new risk factors in the risk
objective function.

v' The amount of demand is assumed indefinite.

v" Considering the time constraints, the hard
and soft time windows, and creation of new
cost function in the objective function

v' Adding a new level to the supply chain
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