Int. ] Sup. Chain. Mgt

86

Vol. 3, No. 3, September 2014

Reverse bgistics Supply Chain Network Desic

Abstract—Environmental

concern  from

Models and ssues

Prabesh Luitel, Kris Lieckens, Nico Vande

University of Leuven, Research center for operatiornagemer
Faculty ofEconomics and Business, Belgium
Pr abesh. Lui t el @t udent . kul euven. be,
Kris. Li eckens@kul euven. be,
Ni co. Vandael e@ul euven. be

customers,

network designsare derived from the case stud

government and international institution such as EU and
others urge the manufacturer to take back their products
after use. We address eight different network design
configurations from which the manufacturer can select the
design for their reverse logistics system based on their
requirements. The dominant literatures on reverse logistics
network design are based on mixed integer program model
and few center around subjective decision making approach
like analytic hierarchy process, but none has integrated both
approaches in the same context. In this paper, we explore
two different methodologies- mixed integer program model
and analytic hierarchy process, for the same business
scenario using the real data and further conduct the
extensive sensitivity analysis for three levels of volume i.e.
high, medium and low. In addition, we discuss practical
implications of our findings from two different
methodologies and we provide insights on network design
for reverselogistics system.

Keywords— reverse logistics, closed loometwork desigr
analytic hierarchy process

1 Introduction

Scarcity of natural resourcesill becomeinevitable, so
manufacturers have started work on recovering th
goods to be reused wigome engineering impvements
for future customer. Management hate take into
account various factors and margcenarios befor
finalizing the appropriate logistics netw: system. One
of the major decisions is the facility location f(i)

collecting thke product from their own store or fronthird

party collection store, (ii) inspectingnd sorting at

warehouse that is also wskor forward distribution or i a
dedicated collection centrand (iii) reprocessing at tt
factory of the original or specialized-thighrty facility.

Figure 1 illustrates eight sets network designs for th
reverse logistics, from which theanufacturecan choose
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the best one, depending upon fequiremers. These

reviewed in the next section.

The general recovery network modproposed by
Fleischmann [1]s a mixed integer program thincludes
supply push constraints rather than being entideiyen
by demand pull constraintén this study, we extel this
model by including capacity constraints in a sir
production version under uncertainty. The multigdaurn
flow dispositions and the possible interactionswaen
forward and reverse channels arhe additional
characteristics of our formulationhe analytic hierarchy
process of Saaty [2] and [JAHP) is the process of
systematic rationality to consider the problem aghale,
and to stdy the simultaneous interaction of
components within a hierarchWe further discuss about
these two scientific methodoligg in Section 3. We have
organized our research on how the reverse logi
network design should be established, while ¢
logistics issues such as inventory manage (see
Fleischmann [1])and lead tim (see Lieckens and
Vandaele [4])are not considered in this research. The|
a lack of research that integratewoth the integer
progamming and AHP approa for the same scenario.
Although the integer programming can act as
important tool for optimizing the logistics netwodt a
company, from the practical point of view it mayt he a
feasible or affordabléechnique for all the companie
Especially, small firms and manufacturers may pref
simplified subjective judgement techniq
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Figure 1. Schematic illustration of the reseal
frameworl

2 Case study review
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In this section, we review the case studies categorized
based on the type of network design companies have
implemented for the reverse logistics system. The firs
network design (Design 1) uses the collection store owned
by the manufacturer as a recovery point, inspecting and
sorting them in the warehouse and finally transferring
them to the factory of origin for reprocessing (MS-W-F
network). Del Castillo & Cochran [5] focus on a
centralized decision making system for return of
containers, product distribution and production planning.
Diaz & Fu [6] study a two-echelon repairable item
inventory model with limited repair capacity, where the
parts are subject to cycles and no new parts aneghto
from outside, assuming that all items can be repaired and
that the affected card is exchanged and sent to a central
repair facility. Linton & Johnson [7] developed a Decision
Support System for the case of Nortol Network to assist
their remanufacturing process, which permits better
planning as well as controlling the interrelations between
production and remanufacturing. Maslennikova & Foley
[8] study an extensive Design-for-the-Environment
program of Xerox Europe Ltd. Xerox use bar code labels
to track packaging materials with the aim of preserving
resources. To ensure that equipment and components do
not end up in landfill sites, Xerox marks them with
recycling symbols and reprocessing codes that explain the
recycling and reuse potential. Similar to Xerox, McGavis
[9] studies about the return of HP toner cartridges by the
customer using a pre-paid UPS shipping label. They are
centrally reviewed in Brisbane and after disassembly over
98% of the flow is used to remanufacture new toner
cartridges. Toktay et al. [10] study the ordering peKci

for a single-use camera of Kodak. The returned cameras
are dismantled and their flash circuit boards of every
camera are used in the manufacturing of new products. A
closed queuing network model is applied to decide on
periodic ordering decisions with minimal costs for circuit
board procurement, inventory and lost sales. Spengler et
al. [11], who focuses on environmental friendly
technologies due to higher disposal costs, describe two
planning problems: (i) recycling and dismantling of
industrial by-products, and (ii) product recycling at the
end of their lifetime. Chang & Wei [12] discuss the
recycling network for household waste and they deal with
the allocation of recycling drop-off stations. They focus
on constructing mechanized sorting installations to
complete the recycling cycle. There are alternatives f
improving efficiency and reducing costs by using correct
container sizes, fewer workers, less glass breakage during
collection, and better location of transfer stationghie
integrated solid waste management system.

Design 2 selects the stores of the manufacturer as
recovery points, inspecting at the warehouse and using
third party or specialized factory for reprocessing (MS-W

TF network). Yender [13] studies the batteries recycling
of EXIDE where the used and collected batteries are
shipped to one of its regional lead-smelting operation. The
damaged or leaking batteries are dispatched to thirg part
waste haulers, and the rest are repaired and reused as
spare part replacements. Fleischmann [1] classifies
recovered items as used, unused and rotable spare parts.
The used machines that have the potential for re-
marketing are assigned for refurbishment, the others are
dismantled to recover valuable parts. The remaining parts
of used machines after selling to external parties are
transferred to recycling subcontractors. Because of the
short lifecycle the unused machines are disassembled and
served as input to the production process. Thierry [14]
proposes three reasons for centralizing reverse logistics
process: (i) faster learning by experience; (ii) higher
capacity utilization; and (iii) cost effective and leett
coordinated transportation of recyclable and disposable
materials. Design 3 selects own collection stores, irtspec
the recovered items at the dedicated collection centre and
reprocess in the factory of origin (MS-D-F network).
Gupta & Chakrabotry [15] describe the processing of
scrap generated during the production of glass. A
deterministic mathematical model is presented to
determine the optimal production lot size, taking into
account the recycling activities. Krikke et al. [1&ldy

the reverse chain of photocopiers and consider two
strategies for the remanufacturing facility: (i) cotfing

with the manufacturing facility; and (ii) transportation in
low-wage countries. They evaluated the costs of both
options, including the transportation effects. Rudi et al
[17] discusses the product recovery actions of National
Insurance Administration (NNIA), who retrieves wheel
chairs, hearing aids and similar products provided to
disabled persons. The patient who no longer needs the
equipment returns it to the Technical Aid Centre (TAC), a
representative outlet of NNIA, from where it is sent to
local external units for inspection, washing and storing.
The local units wait for the final decision to refultbis,
either in-house or at an outsourcer, or to scrap itikenl
Design 3, Design 4 uses a third party or specialized
factory for reprocessing (MS-D-TF network). Design 5
uses third party sites for recovery points, warehouses fo
inspection and sorting and factory of origin for final
reprocessing (TC-W-F network). The original factory is
used for reprocessing if leakage of core knowledge must
be avoided. Because of this requirement there are none
real world case studies related to Design 5 in De Brito
[18]. Unlike the Design 5, Design 6 selects a third party
specialized factory for reprocessing (TC-W-TF network).
Klausner & Hendrickson [19] present a mathematical
model that is used for determining the optimal buy back
amount for continuous flows of remanufacturing power
tools. The take back concept is based on reusing certain
high value components and remanufacturing a certain
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fraction that is characterized by almost no technological
obsolescence and low use intensity. Louwers et al. [20]
study the case of carpet recycling and develop a
mathematical model for supporting the design of
selectimg locations for reprocessing taking depreciation
costs into account. Nagel & Meyer [21] report that
Franhofer IML has developed both a methodology and a
corresponding software tool called EDR-RLog to support
planning of integrated and cost-optimized take back and
recovery. The authors claim that the use of EDR-RLog
software improves the existing system from both an
ecological and economic point of view [21]. Realff et al.
[22] discuss the similar network structure of Louwers et
al. [20] using the same technology in the USA. They
classify reverse production problem into two distinct
classes: (i) the functional chain of activities is igatrout
without removal of the product from its current location
(e.g. repair, renovation or refurbishment or large fixed
assets or expensive-to-move structures); and (ii) the
product is removed and enters the functional chain where
each reprocessing activity may be located in different
places. Similar to Realff et al. [22] we focus on
mathematical models for the class (ii). Footwear imgust
has a shorter life cycle, which involves more producti

of shoes and higher level of post-consumer waste. Nike is
the first company to take measures for waste management
[23]. The first recovery option is to recycle the shoes,
followed by the distribution of worn or unwanted shoes to
developing countries. This reuse and recycling program
involves a series of collection points in retail centers
where customers can deposit their worn out and discarded
athletic shoes, which are then taken to a central regyclin
facility where they are shredded. The output can be used
for tennis and basketball courts, play grounds and running
tracks. Unlike the Design 5, Design 7 performs inspactio
and sorting activities at a dedicated collection centre
instead of the warehouses (TC-D-F network). We refer t
the same assumption made earlier under TC-W-F network
for the non-availability of case studies under thasaork
design. Even though we did not find any real world case
studies under Design 5 and Design 7, we will continue use
these designs for the analysis in Section 4. Design 8 is
similar to the TC-D-F network, except that reprocessing is
carried out by a third party or specialized factorZ{D-

TF network). Hong et al. [24] study the design of large
scale reverse logistics system of electronics in the sfa
Georgia and classify the different reprocessing sadset
used based on the four demand sources: (i) demand from
people within Georgia who buy refurbished equipment;
(i) group of recycling facilities interested in buying
metal, plastic, CRT and other demanufacturerd materials
(ii) demand from residence and commercial users who
are interested in buying refurbished commercial
equipment; (iv) landfills where we can dispose of the non-
hazardous trash that results from demanufacturing. The

brief summary of all the reviewed case studies are
presented in the tabular form in Table 1.

3 M ethodology

In this section we briefly introduce our deterministic
mixed integer programming model, and further analyse
this model in the context of six different sets of sciersa
Finally, these results are compared with the analytic
hierarchy process.

3.1 Deterministic model

Six different location sets are used in the network design
(see Figure 1). The flow variables and parameters are
categorized into forward and reverse flows.

| : Factory of origin
IA: Third party or specialized factory

J: Warehouse

J: Inspection and sorting at dedicated eolion centrt
K : Manufacturer owned collection store

K': Third party collection store
Set of locations:

Demand — forward flow

xj‘k =demand served by factoiy through wemesej
and transferred to customer celkter

; {1, if factoryi is openij Ol
0, otherwise

{1, if warehousg seeg cusbner k; jOJ kOK

yfw =
k10, otherwise

Supply - reverse flow:

X = returns from customer center throughgaction
centej and transferred to m@ssing factoiy ;
i0lorJoJ KoK

. _[1, if facility a is open

Y _{0, otherwise

witha = k for collection centek ( kO KO k) a= j
for inspection and sorting cent'f(rj 0Ja j)and
a=i for reprocessing factory i [l or )
Reverse network open or close indicator:

. _ |1, if facility a is oper
o, if facility b is oper
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with a =k for collection centek (kO K) a= j fc
inspection and sorting centgfj 0J)  ame i for
reprocessing factory i [l J =k  for caddteon
centelk (kD R) ,b= ] for inspection and 8ng

centerj (j Dj) andb =i for reprocessing fagto!
i (00
Forward flow parameters:

fixed costs for opening :
f." = factoryi OI

f," = warehousg 0J

maximum capacity :

m™ = production of factoryi ;i1
mj"” = holding of warehousg ;jOJ

minimum capacity :
™ = production of factory; i 0l
™ = holding of warehousg¢ ;j 0J

c,j'k = transportation costs per unit of forwdtolw from i
toj tok ;i0dl j,0J kOK
d, =demand from customer zorke kO K

Reverse flow parameters:

fixed costs for opening :
f" =reprocessing factoiy]l O I
f/' =inspection and sorting centerJ 0 J

f.° = collection @nterk 0K O K

maximum capacity:
m
ri

m;' = inspection andorting centej ;j 0J 0J

" =reprocessing factory {01 0 r

m. = collection centek ; kO KO K

minimum capacity:
t" = reprocessing factoiy i 0l or

t/ = inspection and sorting center j0J 00J

t = collection centek ; kO KO K

¢, = transportation cost per unit of reveftav from
ktoj toi;kOKOK,jOJoJd,ioior

=return from only the collection store of manufackue k(0 K

f, = return from only the third party collection ceriterk O K

The model is formulated as a cost minimization fob
for reverse logistics. The objective function idided in
Eq.(A) while Eq.(1) to (26) are constraints to bésied.

min Zf yff+fo\Ny]k + ZA‘crf y:f+

it io ol
> Y+ Z BV #2202 G B
mod KOKOK i)

DD I (A)

ionor i OJKOK OK

S.t.:
Zzlk_q( O kO K ()1
Z Z >ra®, ODkOK (2)

fk(l—aC), 0 kOK (3)

ZZx,kSm y', ool (¥
JOJKOK
2 2%ty il (B
JHIKOK
ZZXJK—”‘ ye, 0 jad (p
100 kKOK
Zz)ﬂjk—mj yjk’ 0 jod (y
10 kOK
Yy xg <y, 0ioloi (%
JOIKOK

X ztty, oionol (d
ir D

snfy, 0j0Jod (19
it kOK

ety 0 j0J0] (11
it kOK

X <mieye, 0 kJ KO K (12
[
Yx ey, O kOKOK (13
ir |0
y'<a, Oidl 1
y'<1-a, Oiol
yi<d, 0jOJ

yi<1-d, 0jOJ
ye<a®, OkOK
y<l-a°, DOkOK
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Table 1. Case study summary

Network
Design Recovery Recovery Drivers Case
Ref. Sender Collect Inspect Reprocess Options Sender Manufacturer
[5] Consumer Soft drinks retail store Soft drink compan Soft drink Reuse End-of-use Economics Reusable soft drinks
company glass bottle
[6] Caracas subway Caracas subway Caracas subway Sanhoey Repair Service Economics Subway spare parts
inventory management
[7] Customer Customer service of Central inspection by  Nortel (original Remanufacture Service Economics Circuit board .
Nortel Nortel factory) remanufacturing
L H (8] Customers Xerqx Europe (Customer Xerqx Europe (Service Xerox Europe Refurbish, Recycling Service Economics Remanu.facturlng of
= g) Service) Engineers) Electronic products
! 7]
[%)] ] . . .
= a [9] Users of toner HP store (transported by . vy Economics (and to put Recycling of printer toner
cartridge USP) HP HP Recycling End-of-use jobbers out of market) cartridges
[10] Consumer Retail outlets Kodak Kodak Remanufacture End-of-use Ecqnomlcs (for cost Single use ca_mera
(Photoshop) savings) remanufacturing
[11] Steel industry Steel industry Steel industry teebindustry Recycling Manufacture Corporate eitighip Steel by-products
[12] Household Public authority Public authority HHa authority Recycling End-of-life Economics, Islgtions Municipal curbside wast
4 User OPCOs CRC Original factory Remanufacture End-of-life Economics Remanufacturing copier
(lease term) products
[25] UNISYS UNISYS UNISYS Secondary facility Remanufacture Erfdise Economics Prmte_r toner cartridges
Customer recycling
L N [13] . ) . Specialists
= c Household, Store/ outlet Reglor_]al lead-smelting (Different Recycling End-of-life Economics, legislative Bat#srrecycling
= =) company operations
> ? processors)
o]
g - 1 Local ti
[l Business oca opera g . National distributers, . . Refurbish, repair, . . L L
companies, service . Specialized facility End-of-life Economics, legislative Reverse logistaf IBM
customer central stock locations recycle

engineers
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[14] User OPCOs CRC Existing suppliers Recycle End-of-life Economics Recycling of copier
(lease term) products
[16] Local . .
OCE (Io_cal operating External inventory OCE Remanufacture End-of-use Economics Copier rafaaturing
W ™ filial companies) location
] c
Q o
n g [15]  Glass producer Glass producer Glass producer lass@roducer Recycling Manufacture Economics Glesap recycling
= 0
[17] User TAC representatives Local external unit ACT Reuse, refurbish, recycle  Service (repair)  Ecoice Wheelchair refurbishing
[14]
LL < _Afli .. .
K c User OPCOs OPCOs OPCOs Repairing End-of-life Economics Repairing of copier
o) k=) (lease term) products
0 3
= @)
1] Customer Dealer Specialized facility Specializedlity ~Remanufacture End-of-life Economics Power tool .
remanufacturing
[26] Consumer Municipal Waste Company Recycling Legislation, economics PC monitor recycling
[20] Household, -
; L - Specialized ) . N . )
business Municipalities Specialists (RPC) oranization Recycling End-of-life Legislation, economics Carpatycling
w © company 9
= c
§I > [21] Household L Specialized facility Remanufacture . o . Refrigerator
! $ . ! Dealer and specialized . Recovery plant ) ' End-of-life Legislation, economics .
8 a industry (for disassembly) recycling remanufacturing
[22] Business L . . ) .
customer Carpet dealers Specialists (RPC) Dupont Recycling nd-&-life Economics Carpet recycling
[23] Resale(to developin Economics
Consumer Shoe dealers Specialized facility Speeidlfacility . p 9 End-of-life . ' Footwear recycling
countries), Recycling environmental
L © [24] . - . . . .
= g) Res_ldence, Mun|C|paI collection Municipal sites Spemall_zed _ Recycle, refurbish, End-of-life Legislative, economics Reglona_l e-_scrap
DI G business houses sites processing sites remanufacture processing infrastructure
(@) B}
— o
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PHDIPRIEDIIPW

i0 0O 00 03 KoK i0j 00 KOK
Xli" = )ffk ( 3:
imZD:rj Eﬂzéfk%‘é ! %:JZDJ:kDK '

xi 20, Oi01,j0J kOK (%
x; 20, 0i0I00,j0)0J kOKOK (23
y",yp0{04,0i01,j0J ,kOK (2}
y' oy ye ofod, oioioi, joJod,
kOKOK (25
af,ai,afD{O,i} (25

In the objective function, the first two terms icalie the
fixed cost for the forward flow, the following ttegerms
represent the cost for the reverse flow and thetlas
terms are for the cost of transportation and pogsin
forward and reverse flow respectively. Constraiifsto

(3) handle the customer demand, also taken intoumtc
goods returning back. Constraint (1) ensures that t
forward flow is at least equal to the demand froamahe
customer zone. Constraints (2) and (3) determiree th
reverse flow from collection store of the manufaetuand

the third party owner respectively. These constsaare
either-or constraints, thus both recovery points
(manufacturer and third party) cannot take placehat
same time for a single product reverse flow and/gmes
collection of the returns twice. Constraints (4) 9 limit

the capacity to a feasible interval for the forwélmv in

the factories and warehouses that are open. Corist(8)

to (13) are similar for the reverse flow in thenegessing
factories, inspection centers and collection stthes are
open. Since only one node can be used in each sefage
the reverse process (see Figure 1), we have usesbtsi

of either-or constraints (14) to (19). The corresfing
vectors a”,a’ and a® represent variables for active
locations of reprocessing plants, inspection/sgrtin
facilities and collection stores. Constraints (20d (21)
model the required coordination between demand and
supply, where the forward flow must be greater than
reverse flow. The possible gap represents prodihets
have not been reversed and the production of new
products. Constraints (22) to (26) refer to intégrad
binary requirements. This deterministic model can b
used for the formulation of either open loop networ
(only return flows) or closed loop networks (bo#mthnd
and return are handled). In a closed loop netwa@khave
non-zero demand and non-zero return parameters
(i.e.,dy, 1, 7 # 0), whereas in an open loop network this
is only true for the return parameters, so we have
exclude demand and supply coordinating constrd2%
and (21). Furthermore, manufacturer owned and third

party collection sites are not necessarily requicetiave
comparable return quantities because their numifer o
collection stores as well as their respective retnlumes
may be different. As a result, parametgr&nd7, should

be set in such a way that total returns are alwlgsame
and independent of the selected option.

3.2  Scenario-based model

In order to incorporate the uncertainty into the
deterministic approach, we propose to add an exens
scenario analysis. Ift stands for the set of all possible
scenarios, then the problem can be formulated for a
particular scenarior € Q [27]

min fy+g,x (B)
s.t: Ax<a, (27)
B,x< C, (28)
yo{o} (29)
x= 0 (30)

whereA, B, an€,  are matrices aggd is aoe. The

binary variables are included in vecigrthe continuous
variables in the vector. The vectorf stands for the fixed
costs of opening facilities ang, represents the remaining
coefficients of the objective function. We have the
following sets for the scenario based model:

>gjfkw =demand served by through and transfétdk for
scenariov 001 jOJ kOK wOQ

X, = returns fronk througly and transferred to for
scenariov j01 01 j0J 0J KOKOK wOQ

7T, = probabilityof scenariavd Q

d,, =demand of customér for scenawdkj K wi]Q

., = returns from customer zoke for scenari@;K wJ,Q

fi, = returns from customer zoke for scenarik ] R,WDQ

minZ:fiffyiff +ijfwyjff<N+ Z frf yrf + Z ]cri Yi +
JLD 3

i iool jooJ

PIIPACR Ay

10 L0 kOK

frcyrc+ 1T, r
kD%R < V\%K:Z Z Z ZA%ji){ji

i0nanjo DJkOK OK

(€)

st

3> Ko 2 Gy 0 kO K WOQ (31)
iolj

DD X 21,&°, O kOK wiQ (32)
ioofjmod

)) ZAXIZJiW 2 ka(l—ac), 0 kO K wiQ (33

ionorjm oJ
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22 K <MY

I KOK

DI N 2ty 001 woQ

(
jOIKOK (
(
(

Oigl widQ

22 Ko S MUY O 0J WO

il kOK

PRIVEL N

i kOK

0 jo0J wiQ

>3 X, <l Y, DiDI01 woQ ( 3B

03 KOK

>3 2ty Didlol woo ( 3p

i0l joo

S 3K, <l y, 0 j030J wiQ (40)

i0 kOK

Sy %, 2ty 0j0J0J3 wiQ (40
i0dl kOK

S %, <N, O kD KO K,wdQ ( 4p
i0l joo

S>3 % 2 Y, 0 kOKOK wiQ (43

i0l

y'<d, Oidl (ap
y'<1-d, Oiol ( 4p
yi<d, 0joJ (46
yi <1-d, 0j0J ( 4y
ye<a, OkOK (48
y°<1-a°, DOkOK (49

Sn T T3 |sTEes ( %0

i0norjm 0J kOK 0l jOJkOK

S| T T 3 |<TTA (o

i01 0 0 0JkOK i0l 0 KOK

X 20, 0i01,j0J kOK , wOQ (52)
X, 20, 0i0100,j0J0J kOKOK woQ (53
y" ,yJk D{OJ} oiol, jod , kOK (54)
y' Y o 0{0,3,0i01or, j 03 0J, kDK OK (59
a',d,40{0,3 (56)

We assume that only the demand and return paras
are extended to represent scenarios with tlivolume
levels, i.e.High, Medium and Low. Similar tSalema et

[27], we set the scenario probability values
respectively 75%, 15% and 10%. This model
strategically used for the optimization of the fagi
location solely based on fixed opening costs arrhlubke
unit transportation costs.

3.3 Analytic hierarchy process

The methodology and different steps of conductimg
analytic hierarchy prazss are illustrated in Figure 2 a
briefly described below.

3.3.1 Structure

The classification ofTheresa and Zeld[28] with six
critical criteria for facility location (i.e (i) recycle, (ii)
warehouse inspection, (iii) gping scrap, (i) original
factory reprocessing, )vproprietary Inowledge, (vi)
customer interactions,nd three additional criteria: (vi
fixed costs, (viii) tax structure and ) income and
population densify are divided int two major groups:
cost savingsand future business relatships. The
alternatives are the eight network designs thathaee
derived from the case study review in Sec 2. The cost
saving criterion may play a dominant role if -
manufacturer decides to give more weight to
reductions at different stages compared to futwsness
relationships. On the contrary, future businesatiaiship
criterion may have higherweight if focused o1
maintaining direct relationship with custom

| Structure gy Measure g Synthesize gd Report |

Figure 2. Stages of analytic hierarchy proc

3.3.2 Measure
The second stage is to derive priorities for thiatnee

importance of the objective as well as trelative
preferences for the alternatives with respect te
objective. We have followed the benchmarking me
which ranks alternatives by including a known altgive
in a group and comparing it against the other. b&ga a
ranking value of 1 to theenchmarking element followe
by respective weightso other elements based their
importance Figure 3 illustrates the flow of differe
activities in the second stage.

COmpArison
maltrix

Mo

Figure 3. Activities in 2nd stage of analytic hierarc
process

Using Saaty scale [2}e rank each criterion and its «
criterion that ranges fro 1 (least important) to 9 (m«
important). Based on the case study review, we
developed a ranking that reflects the relationg@pveer
the network design alternativeedanine sub-criteria (see
Table 2).The different recovery objectives from the ¢
study review are either toepair, remanufacture ai
refurbish returned items or to recycle them intov
materials. The cost of recycling can be reduceag
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third party collection points and specialized drdtparty
reprocessing facilities. As revealed in 6 out of &&ke
studies, using third party collection stores faryaing is
favoured by most manufacturers as it has a higanpiet
for cost savings. Furthermore, 12 case studies hsed a
third party or a specialized factory for reprocegsifrom
which 10 are used for recycling. Similarly, 12 catelies
have used the original factory for reprocessingmifr
which 6 are used for recycling. Thus, producers mok
have significant differences in cost savings ifyaing
takes place in the factory of origin or a thirdtgdacility.
However, there exists some potential for cost gmvihit

is recycled in third party facility as no investnemust
be made in setting up a specialized plant for raoydn
the original factory. We assign ranking value 7 dising
third party collection stores since this recovepyian is
preferred when the producer has no intention tdrobn
reverse logistics processes and/or to protect j@tapy
knowledge of products. There is no need for addtio
effort to develop direct customer relationships and
protect core product knowledge if the producer fapt
recycling, while using third party collection pantill
further help to share the total costs among pragudée
network design using both third party collectioning®
and third party reprocessing facility are highlydared
for recycling the recovered products, thus we assig
ranking value 9 when both options are used. 20 case
studies adopt inspection and sorting activities tre
warehouse (ranking value 6), while the remainincpde
studies perform this at their dedicated collecto@mter.
Installing inspection equipment in few warehousel w
costs less than installing it in each collectiomp Two
out of 24 case studies deal with shipping scrap and
inspection activities at the collection points. lhars et
al. [20] study carpet recycling and propose a nratieal
model that focuses on minimizing costs through yearl
disposal of scrap before it is sent to reprocessivigle
further reducing the important share of transpimat
costs. As a result, we assign ranking value 9 ® th
network design that use collection points for ircsims.
Twelve case studies with recovery options except
recycling use the original factory for reprocessing
However, large manufacturers, like glass producker o
India [15], Hewlett Packard [9], steel industry of
Germany [11] and public authority [12] use the v
factory for recycling in 4 case studies, which @& within
reach for small and medium sized manufacturersvim t
case studies, remanufacturing of electronic prad(8}
and wheelchair refurbishment [17] , the originadtéaty is
used for joint recovery options in addition to relayg.
This clearly demonstrates that the original factsryused
for repairing, remanufacturing and refurbishingeTdosts
for reprocessing can be reduced through outsoutoirey
third party or a specialized factory instead oftafi;ng
equipment and training employees in the originatdey,

so we assign ranking value 5 to the network detigih
uses the original factory for reprocessing.

Fixed costs are included in the facility locatiorodel,
except when the associated process is outsourced to
third party. We assign ranking value 7 to the deghmat
uses a third party factory, which is higher thaa itanking
value 3 assigned to the design that uses thirdy part
collection points because more costs are carriedhby
manufacturer for reprocessing than collection. The
manufacturer tends to be operational where thétiacdten

is low and where it is possible to outsource sewito a
third party. The same reasoning and ranking vahfes
fixed costs apply to this sub-criterion. Using own
collection points (ranking value 7) and the origifaetory
for reverse processes (ranking value 3) help tteptdhe
core knowledge of the product and maintain fullistigal
control. We use ranking value 9 for designs thegsu
both options. Since own collection stores with clire
customer relationship are important, we assiganking
value 9. If the population is dense and the inctmaed is
high to sell products, manufacturers are eagerp®@no
their own recovery store in that customer zonewso
assign it ranking value 9. Most case studies treegrse
logistics network designs based on quantitative etgdo
we assign the ranking for the last three criticadtérs
based on the literature review of FleischmannThjerry

et al. [14] and De Brito [18]. We ask refer to Sg&f and

[3] for the procedure to create a pairwise comparis
matrix. Next, we generate a priority vector, alesaibed
as a normalized set of a pairwise matrix (see Ta)ldt
reveals the priority of the node in the relevayetaof the
hierarchy. The indices, to ¢4 refer to the ranking value
of 6 sub-criteria for cost savingd/© refers to the
normalized vector of the first cost savings’ ciibet i.e.
recycle untilV¢ for the normalized vector of sub-criterion
6, i.e. tax structure. Maximum eigen-valud,f,),
consistency indexQl) and consistency ratioCR) are
factors to check the consistency of the pairwisdrimna
[2]. Next, we divide each of the row totaRf by the
corresponding entry from the normalized set (Rg.+

V¢ ={;). The maximum eigen-valud,f,,) is derived as
follows:

7.1_1 (i 26—1 Zi . .
Amax = l—T = “T for the cost savings matrix.
n_. 9 7
Amax = % = % for the future business

relationship matrix.

Consistency index- is the degree of consigterficour
judgement proposed by Saaty [2]:
Amax -n

Cl =
n—1
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Table 2. Relationship between network design and criteria

Network Warehouse| Shipping Original ) Tax Proprietary | Customer Income _and
desi Recycle } ! factory Fixed costs . . population
esign inspection scrap structure | knowledge | interactions ;
reprocess density
1 6 5 9 9 9
2 3 6 7 7 7 9 9
3 9 5 9 9 9
4 3 9 7 7 7 9 9
5 7 6 5 3 3 3
6 9 6 9 9
7 7 9 5 3 3 3
8 9 9 9 9
Table 3. Eigen-value calculation
’ - - ) Tax
Cost Savings N(_)rmahzed setcor Recycle Wareh}ouse Shipping Original fat_:tory Fixed structure Row .
priority vectorV; G Inspectionc, scrapcs Reprocessing, costscy ce totalsR;
6 6
[ c c c c c A
Recyclec; VE=a/Ya | QW s Chyvs e Qv | e | YR
e ¢ C C3 Cy Cs Co L ¢
6 6
Warehouse ¢ ) C2 C2 C2 C2 C2 V¢
. = . —)Vf —)\V5 —)V5 —)V¥ V¢ —)V§ !
Inspectione, Vi=a/Y e | OV s v Vi Qv | v -
i=1 i=1
6 6
o c. c. c c [ c c.VE
Shipping scrap; | Vi =cy/ Y e | GV (NG s N7 Qv | e | YEL
= 51 C2 C3 Cy Cs Ce ~ G
L= =
6
Original factory N Casire Cay e Cas e Cay e Cay e c,VE
- = ; —)\V; —)V. —)V- —)\V, —)\V —)V,
Remtowessng. | Vi=a/ Y | GV v v Vi v | v -
i=1 i=1
6 6
. o c c c c c Ve
Fixed costs’s VE=co/ e | OV s Vs Vs Q| Qe | YEL
: G C2 C3 Cy Cs Ce L ¢
121 121
C C C C C C c. Ve
Taxstuctre, | Ve=co/ e | GOV (&3 Vs &N Q¥ | Qe | Y
= G C2 C3 Cy Cs Ce ~ G
L= L=

For each matrix of size, Saaty [2] generated a random
matrix with its mean called ‘Random ConsistencyheT
comparison between thel based on our judgement and
the random consistency developed by Saaty [2] é th
consistency ratio:

Cl

CR =
Random Consistency

CRless than 0.1 is acceptable while larger valugsire
the decision maker to reduce the inconsistencies by
revising judgements [2].

3.3.3 Synthesize
From the pairwise comparison matrix in previoup stee

generate 9 normalized sets or column vectors \egpect

to alternatives VA'toV4’. In each matrix there are 8
elements referring to eight network designs. Thérioes

V4" to V4°relate to the cost savings subcriteria and the
remaining matriceg4’ to V4 relate to the future business

relationships sub-criteria. We combine each column
vector of cost savings sub-criteria and create gingle
matrix of size8 x 6, multiplied by column vectdr®.
This generates a solution with respect to costnggvi
Similarly, for future business relationships, we U&" to
multiply the new matrix that is formed by combining
three column vectors associated with three futusiness
relationships sub-criteria/¢” to V4°). We form a single
matrix by combining matribxC and matrixF, multiplied
byVe.

C = [v4 va y A yat ya® ya|ye)
F=[vave v v
G = [C FI[v]

The matrixG can be reformulated in the form of relative
ranking of respective elements to find solution



Int. J Sup. Chain. Mgt

96

Vol. 3, No. 3, September 2014

ag ., &6
YA D
SEPRIPE P T

SRR DN DIV I
3G , ag
Y Y

9 1 gb + b, + Fh

G| Vb T Ded X

where,g, = ranking value of cost savingg;=

ranking
value of future business relations;
¢, to ¢, = ranking value of six subcriteria of cost saging
b, to b, = ranking value of three subcriteria of future
business relations;

subcriteria

Bemork cesign= & = ranking value of Design 1 with respés
first cost saving subcriteria i.e. retgic

The highest value in the solution vector refergh® most
preferred network configuration. & > G;, we opt for
alternativei.

4 Analysis

In this section, we apply the two methods explaiied
Section 3 to a company that is concerned with
remanufacturing with facilities in Spain and PodbL27].

The management board has requested a study on the

facility location for a new product. They have pospd 5
different sites for the factory (Seville, Salemanca
Saragosa, Viseu and Madrid), 8 possible locatiams f

warehouses and 5 potential locations for disassembl
centres. For simplicity, there are 15 clustersustomers
located in the same region. We also add 2 speethlir
third party factories located in Zamora and Jead an
third party collection centres located in PalenEilga and
Cordoba. The third party collection sites are assilito
be on the highway between different customer zonks.
logic behind this is that placing it at the edgeta map is
not appropriate for collecting goods due to long
transportation routes. Total distance in milesakkwated
as follows:

6371x acos(cogadians( 99 latitude of 4)x

radians _( radians
co ) + si .
(90~ latitude of B) (90- latitude of A

) radians
_ (radians ]
Xsin ) x cos (longitude of A-)|)/1.60
(90~ latitude of B) ,
logitudeof B
The mixed integer program is modelled in

AIMMS/CPLEX 12.5 [29] and the results of the
deterministic approach in Table 4 show that the tmos
preferred design based on cost optimization isectiig

at the manufacturer’'s own store, inspecting antdrgpm

the warehouse and reprocessing in the originalofact
The result of 6 extensive scenario analysis fohefesign
based on high, medium and low level of demand and
return from customer zones are presented in Tablé 5
we have a flexible system, total costs will be lowe
compared to the deterministic and the scenarioebase
model. A flexible system is achieved by no minimum
capacity requirement at each site (factory, warsband
collection zone) and by excluding Constraints (3), (9),
(11) and (13). Table 4 and 5 present the compan$tine
results based on total costs and number of assjtesd

Table 4. Deterministic MIP result

Net_vvork Mode #Fact | #Ware #Repro— # nspe- #C_:olle Fixed Transport Total Costs
design -ory -house | cessing ction ction Costs Costs

Det? 5 6 5 5 15 813,000 548,137,35p 548,950,350
Design 1

Det? 3 6 5 6 15 829,000 281,126,74p 281,955,745

Det? 5 6 2 5 15 813,000 618,958,70p  619,771,7p0
Design 2

Det? 3 6 1 5 15 699,000 311,803,779  312,502,7f0

Det? 5 6 5 3 15 563,000 572,124,60p 572,687,600
Design 3

Det? 3 6 4 5 15 579,000 291,133,12p  291,712,1p0

! Det!: both minimum and maximum constraints in the dateistic formulation, other things remaining same
Det? only maximum constraints in the deterministionfioiation, other things remaining same
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Det? 5 6 2 3 15 563,000 618,069,08p  618,632,0B0
Design 4
Det? 3 6 1 4 15 499,000 325,244,999  325,743,9p0
Det? 5 6 5 5 3 813,000 613,555,301) 614,368,3p0
Design 5
Det? 3 6 3 3 3 549,000 308,550,10+ 309,099,190
Det? 5 6 2 5 3 813,000 680,433,60&) 681,246,600
Design 6
Det? 3 6 1 2 3 459,000 288,278,85 288,737,850
Det? 5 6 5 3 3 563,000 633,528,201) 634,091,200
Design 7
Det? 3 6 2 3 3 439,000 239,537,08&) 239,976,080
Det? 5 6 2 3 3 563,000 677,912,44 678,475,440
Design 8
Det? 3 6 1 2 3 399,000 250,488,481) 250,887,4130
Table5. Scenario analysis restlt
Scenario 1: High 0.75; M edium 0.15; L ow 0.10
NDet e\ggrnk M odel #Factory | #Warehouse | #Reprocessing | #l nspection | #Collection E'é;i Tr(a:r;sstp;)rt Total Costs
SceMod 5 6 5 5 15 813,000 548,137,35p 548,950,360
Design 1
SceMod 5 6 5 7 15 973,000 432,410,36p 433,383,360
SceMod 5 6 2 5 15 813,000 618,958,70p 619,771,7p0
Design 2
SceMod 5 6 2 5 15 813,000 471,496,56p 472,309,5p6
SceMod 5 6 5 3 15 563,000 572,124,60p 572,687,6P0
Design 3
SceMod 5 6 4 5 15 643,000 445,785,57p 446,428,519
SceMod 5 6 2 3 15 563,000 618,069,08p 618,632,080
Design 4
SceMod 5 6 2 4 15 613,000 484,564,38|L 485,177,3B1
SceMod 5 6 5 5 3 813,000 613,555,30]) 614,368,3p0
Design 5
SceMod 5 6 4 4 3 713,000 467,363,219 468,076,2[19
SceMod 5 6 2 5 3 813,000 680,433,60( 681,246,6p0
Design 6
SceMod 5 6 2 4 3 733,000 498,641,957 499,374,957
SceMod 5 6 5 3 3 563,000 633,528,20( 634,091,2p0
Design 7
SceMod 5 6 5 3 3 563,000 492,874,08 493,437,086
SceMod 5 6 2 3 3 563,000 677,912,44 678,475,440
Design 8
SceMod 5 6 2 3 3 563,000 520,238,701) 520,801,7p0
Scenario 2: High 0.15; Medium 0.10; Low 0.75
NDet e\;v grnk M odel #Factory | #Warehouse #Reprocess # nspection | #Collection E'é;i Trgr;sstp;)rt Total Costs
SceMod 5 6 5 5 15 813,000 548,137,35p 548,950,360
Design 1
SceMod 5 6 5 7 15 973,000 236,680,12p 237,653,1p9
SceMod 5 6 2 5 15 813,000 618,958,70p 619,771,7p0
Design 2
SceMod 5 6 2 5 15 813,000 260,625,418 261,438,413
Design 3 SceMod 5 6 5 3 15 563,000 572,124,60p 572,687,6p0

2 SceMod: both maximum and minimum constraints in the sdertzased model, other things remaining same
SceMod: only maximum constraints in the scenario basedehmther things remaining same
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SceMod 5 6 4 5 15 643,000 242,661,264 243,304,2p4
SceMod 5 6 2 3 15 563,000 618,069,08p 618,632,080
Design 4
SceMod 5 6 2 4 15 613,000 270,218,07|L 270,831,071
SceMod 5 6 5 5 3 813,000 613,555,30( 614,368,3p0
Design 5
SceMod 5 6 4 4 3 713,000 257,023,05 257,736,0p3
SceMod 5 6 2 5 3 813,000 680,433,60( 681,246,6p0
Design 6
SceMod 5 6 2 4 3 733,000 269,035,405 269,768,4p5
SceMod 5 6 5 3 3 563,000 633,528,20( 634,091,2p0
Design 7
SceMod 5 6 5 3 3 563,000 271,505,07% 272,068,0/5
SceMod 5 6 2 3 3 563,000 677,912,44 678,475,440
Design 8
SceMod 5 6 2 3 3 563,000 283,631,13p 284,194,1B5
Scenario 3: High 0.10; M edium 0.15; Low 0.75
Network . . Fixed Transport
Design M ode #Factory | #Warehouse #Reprocess #lnspection | #Coallection Costs Costs Total Costs
SceMod 5 6 5 5 15 813,000 548,137,35p 548,950,360
Design 1
SceMod 5 6 4 6 15 873,000 226,003,898 226,876,8P3
SceMod 5 6 2 5 15 813,000 618,958,70p 619,771,7p0
Design 2
SceMod 5 6 2 5 15 813,000 249,220,168 250,033,168
SceMod 5 6 5 3 15 563,000 572,124,60p 572,687,6P0
Design 3
SceMod 5 6 4 5 15 643,000 231,625,964 232,268,964
SceMod 5 6 2 3 15 563,000 618,069,08p 618,632,080
Design 4
SceMod 5 6 2 4 15 613,000 258,803,25p 259,416,265
SceMod 5 6 5 5 3 813,000 613,555,30( 614,368,3p0
Design 5
SceMod 5 6 4 4 3 713,000 245,674,87% 246,387,8[/5
SceMod 5 6 2 5 3 813,000 680,433,60( 681,246,6p0
Design 6
SceMod 5 6 2 4 3 733,000 257,008,754 257,741,7p4
SceMod 5 6 5 3 3 563,000 633,528,20( 634,091,2p0
Design 7
SceMod 5 6 5 3 3 563,000 259,843,015 260,406,0[L5
SceMod 5 6 2 3 3 563,000 677,912,44 678,475,440
Design 8
SceMod 5 6 2 3 3 563,000 271,336,085 271,899,0B5
Scenario 4: High 0.15; M edium 0.75; Low 0.10
Network . . Fixed Transport
Design M odel #Factory | #Warehouse #Reprocess # nspection | #Collection Costs Costs Total Costs
SceMod 5 6 5 5 15 813,000 548,137,35p 548,950,360
Design 1
SceMod 5 6 5 7 15 973,000 303,177,95p 304,150,966
SceMod 5 6 2 5 15 813,000 618,958,70p 619,771,7p0
Design 2
SceMod 5 6 2 5 15 813,000 334,633,62p 335,446,6p6
SceMod 5 6 5 3 15 563,000 572,124,60p 572,687,6P0
Design 3
SceMod 5 6 4 5 15 643,000 313,361,98p 314,004,985
SceMod 5 6 2 3 15 563,000 618,069,08p 618,632,080
Design 4
SceMod 5 6 2 4 15 613,000 347,586,58p 348,199,589
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613,555,30])

SceMod 5 6 5 5 3 813,000 614,368,3p0
Design 5

SceMod 5 6 4 4 3 713,000 331,185,089 331,898,0B9

SceMod 5 6 2 5 3 813,000 680,433,60( 681,246,6p0
Design 6

SceMod 5 6 2 4 3 733,000 354,322,142 355,055,142

SceMod 5 6 5 3 3 563,000 633,528,20( 634,091,2p0
Design 7

SceMod 5 6 3 3 563,000 352,929,36! 353,492,3p6

SceMod 5 6 2 3 3 563,000 677,912,44 678,475,440
Design 8

SceMod 5 6 2 3 3 563,000 372,698,101) 373,261,1p0

Scenario 5: High 0.10; M edium 0.75; Low 0.15

Network ) . Fixed Transport
Design M odel #Factory | #Warehouse #Reprocess # nspection | #Collection Costs Costs Total Costs

SceMod 5 6 5 5 15 813,000 548,137,35p 548,950,360
Design 1

SceMod 5 6 5 7 15 973,000 287,293,37p 288,266,3[72

SceMod 5 6 2 5 15 813,000 618,958,70p 619,771,7p0
Design 2

SceMod 5 6 2 5 15 813,000 317,535,44p 318,348,412

SceMod 5 6 5 3 15 563,000 572,124,60p 572,687,6p0
Design 3

SceMod 5 6 4 5 15 643,000 296,888,168 297,531,168

SceMod 5 6 2 3 15 563,000 618,069,08p 618,632,080
Design 4

SceMod 5 6 2 4 15 613,000 330,220,34p 330,833,349

SceMod 5 6 5 5 3 813,000 613,555,30( 614,368,3p0
Design 5

SceMod 5 6 4 4 3 713,000 314,132,139 314,845,1B9

SceMod 5 6 2 5 3 813,000 680,433,60( 681,246,6p0
Design 6

SceMod 5 6 2 4 3 733,000 335,734,97 336,467,9(3

SceMod 5 6 5 3 3 563,000 633,528,20( 634,091,2p0
Design 7

SceMod 5 6 5 3 3 563,000 335,003,899 335,566,8p9

SceMod 5 6 2 3 3 563,000 677,912,44 678,475,440
Design 8

SceMod 5 6 2 3 3 563,000 353,551,745 354,114,745

Scenario 6: High 0.75; Medium 0.10; Low 0.15
Network . . Fixed Transport
Design M odel #Factory | #Warehouse #Reprocess # nspection | #Collection Costs Costs Total Costs

SceMod 5 6 5 5 15 813,000 548,137,35p 548,950,360
Design 1

SceMod 5 6 7 15 973,000 427,295,148 428,268,143

SceMod 5 6 2 5 15 813,000 618,958,70p 619,771,7p0
Design 2

SceMod 5 6 2 5 15 813,000 465,803,62f 466,616,6R7

SceMod 5 6 5 3 15 563,000 572,124,60p 572,687,6P0
Design 3

SceMod 5 6 4 5 15 643,000 440,347,06p 440,990,0p2

SceMod 5 6 2 3 15 563,000 618,069,08p 618,632,080
Design 4

SceMod 5 6 2 4 15 613,000 478,612,95¢ 479,225,967

SceMod 5 6 5 5 3 813,000 613,555,30( 614,368,3p0
Design 5

SceMod 5 6 4 4 3 713,000 461,658,447 462,371,447
Design 6 SceMod 5 6 2 5 3 813,000 680,433,601) 681,246,6p0
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492,081,4319

SceMod 5 6 2 4 3 733,000 492,814,489

SceMod 5 6 5 3 3 563,000 633,528,20 634,091,2p0
Design 7

SceMod 5 6 5 3 3 563,000 486,610,679 487,173,6f9

SceMod 5 6 2 3 3 563,000 677,912,44 678,475,440
Design 8

SceMod 5 6 2 3 3 563,000 513,387,39% 513,950,3p5

The company wants to control the reverse logistics

derived from the height of its bar at the left axis vthel

process and to protect the core product knowledge. Based Obj%. The cost savings and future business relationship

(" Warehouse and inspection Caenter
Factory joriginal production site and
reprocessing sie)

Third party Factory {reprocessing site)

—>  Forward fiow

" L = &
[opakn, Portugs, and Anderss)
e o =p 100 1=0 100
: [N B A |
- Filoregtars
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L Inspection at dedicated collection center

Customer zone and manufacturer's

coliection store
l l Third party collection center
- FReverse flow

Figure 4. MS-W-F network solution

on the case study review in Section 2, we assign ranking
values for all the AHP elements (see Table 6). In view of
selecting the optimal network design, we have
synthesized the overall results in Figure 4. The AHP
sensitivity analysis is illustrated in Figure 6 toeéhgrated
using Expert Choice [30]. The criteria - cost savings and
future business relationships are shown by vertical bars
and alternatives are displayed by horizontal lines in
Figure 6. The intersection between horizontal and vértica
lines shows the priority of the alternative for the given
criterion (see right axis with label Alt%). The overall
priority of each criterion is represented on the OVERALL
line, while the priority of the objective function can be

criteria are sensitive with respect to the goal ofroak
network design (see Figure 7 and 8). After the int¢imec
point between the solid vertical line and slanted Isee(
Figure 7), the priority of all network design with the
recovery point as store of the manufacturer decreases and
the priority of network design with third party collection
center increases.

If we compare the solution of the mixed integer
programming with AHP, it is evident that a manufacturer
considers its own collection centre and factory for
reprocessing but is reluctant to decide on inspection and
sorting activities. The mixed integer programming opts
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for warehouses to do the inspection while AHP opts for
the dedicated collection centre. But, if we closely observe

dedicated collection store for inspection, the difference is
approximately 0.3%.

the AHP result for selecting either the warehouse or a

Table 6. Relative

ranking of criteria

Criterion Saaty Scale Ranking | Criterion Saaty Scale Ranking
Recycle 1 Proprietary knowledge 6

Warehouse inspection 3 Customer interactions 1

Shipping scrap 7 Income and population density 9

Original factory reprocessing 9
Fixed costs 1

Tax structure 1

Cost saving 1

Future business relations 9

Te-w-Tr O

Tc--TF | OI03SH

e

reo+ G
vsw-1v 5
viso-1- | S
vsw-+ e
vso-+

0 0.05 0.1 0.15

0.2 0.25

Figure5. Analytic hierarchy process overall result

Al

Figure 7. Sensitivity to cost savings

Therefore, the choice depends on the goal of the
manufacturer, control the reverse system with inspection
at the warehouse or reduce transportation costs with
inspection at a dedicated collection center. However, both
are feasible network designs for the company in the study.

5 Conclusion

The primary reason to use two different models (a mixed
integer program and the analytic hierarchy process) for
the same subject is to compare the solutions of both

approaches and to test whether their results are the same

Al

1CDIF

Future Busin OVERALL

Figure 6. Performance sensitivity

A%

MS,W.F
MSD_TF
S W_1F

Figure 8. Sensitivity to future business relations

Analytic hierarchy process is based on ranking weights,
assigned by the participant and quantified by developing
the pairwise comparison matrix and the priority vector to
generate the preferred solution. As the number of
participants increases, the ranking may vary, leading to
different solutions. It is not necessary that AHP's\pisie
comparison matrix should be consistent. It is a trial and
error method where the judgment must be reviewed until
the inconsistency level is maximum 0.1. This method may
not be suitable for large problems with multiple
objectives. To overcome this limitation, we have used the
mixed integer program model to generate a solution for
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each network design. Since the dataset in this research i
rather small size, it is important to recognize that the
computational time will grow with the problem size. It is
necessary to include a decomposition method (e.g.
benders decomposition) if we want to model large
networks with multiple products and multiple
manufacturers. By using scenario dependent demand and
return parameters, uncertainty is incorporated into the
deterministic model.

Further research should focus on a detailed stochastic
modeling approach to incorporate the uncertainty of
reverse logistics systems. From a practical point of view,
our mixed integer programming model focuses on
selecting only one network configuration, which might
not be the case in a real world system. Different n&¢wor
models may exist for different recovery options such as
CopyMagic case study by Thierry et al. [14] or the same
model may apply to different recovery options such as
IBM case study by Fleischmann [1]. The future research
should work on single mixed integer programming model
that generates for each recovery option a configuration for
large scale networks with multiple products and multiple
manufacturers.
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